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Overview 

1. What is question answering? (10 mins)

2. Reading comprehension (30 mins)
q How to answer questions over a single passage of text

3. Open-domain (textual) question answering (20 mins)
q How to answer questions over a large collection of documents

4.Retrieval-augmented generation for question answering (10 mins)

• Next lecture: Nicholas Carlini on Privacy and Security in LLMs
• Assignment 5 due on Feb 18th



1. What is question answering?
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Answer (A)Question (Q)

The goal of question answering is to build systems that automatically answer questions 
posed by humans in a natural language

The earliest QA systems 
dated back to 1960s!
(Simmons et al., 1964)



1. What is question answering?
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• Lots of immediate applications: 
search engines, dialogue systems

• QA is an important testbed for 
evaluating how well compute 
systems understand human language

• “Since question can be devised to 
query any aspect of text 
comprehension, the ability to answer 
questions is the strongest possible 
demonstration of understanding”



1. What is question answering?
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• People ask a lot of 
questions to Digital 
Personal Assistants



Question answering taxonomy
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• Factoid questions vs.  Non-factoid questions

• Answers
• A short span of text
• A paragraph
• Yes/No
• A database entry
• A list

• Context
• A passage, a document, a large collection of documents 
• Knowledge base
• Semi-structured tables
• Images 
• The web



2011: IBM Watson beat Jeopardy champions
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IBM Watson beat Jeopardy champions
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Image credit: 
J & M, edition 3

(1) Question processing, (2) Candidate answer generation, (3) Candidate answer 
scoring, and (4) Confidence merging and ranking.



Question answering in deep learning era
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Almost all the state-of-the-art question answering systems are built on top of end-to-
end training and pre-trained language models (e.g., BERT)!

Image credit: (Lee et al., 2019)



(Rajpurkar et al, 2016): SQuAD: 100,000+ Questions for Machine Comprehension of Text

Textual Question Answering (Reading Comprehension)
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(Richardson et al, 2013): MCTest: A Challenge Dataset for the Open-Domain Machine Comprehension of Text

Textual Question Answering
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(Reddy et al, 2019): CoQA: A Conversational Question Answering Challenge

Conversational Question Answering
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https://ai.facebook.com/blog/longform-qa/
(Fan et al, 2019): ELI5: Long Form Question Answering
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Long-form Question Answering



(Chen et al, 2017): Reading Wikipedia to Answer Open-Domain Questions
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Open-domain Question Answering



(Berant et al, 2013): Semantic Parsing on Freebase from Question-Answer Pairs

Knowledge Base Question Answering
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Table-based Question Answering

(Pasupat and Liang, 2015): Compositional Semantic Parsing on Semi-Structured Tables.
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Visual Question Answering

(Antol et al, 2015): Visual Question Answering

17

GPT-4
As of Feb 15th, 2024



Why do we care about this problem?
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• Reading comprehension is an important testbed for evaluating how well computer 
systems understand human language
• Wendy Lehnert 1977: “Since questions can be devised to query any aspect of text comprehension, 

the ability to answer questions is the strongest possible demonstration of understanding.”

• Many other NLP tasks can be reduced to a reading comprehension problem:

Information extraction
(Barack Obama, educated_at, ?)

Passage: Obama was born in Honolulu, Hawaii. After 
graduating from Columbia University in 1983, he 
worked as a community organizer in Chicago.

Question: Where did Barack Obama graduate from?

(Levy et al., 2017)

Semantic role labeling

(He et al., 2015)



Stanford Question Answering Dataset (SQuAD)
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• 100k annotated (passage, question, answer) triples
• Large-scale supervised datasets are also a key ingredient for training effective neural 

models for reading comprehension!

• Passages are selected from English Wikipedia, usually 100~150 words.
• Questions are crowd-sourced.
• Each answer is a short segment of text (or span) in the passage.
• This is a limitation— not all the questions can be answered in this way!



Stanford Question Answering Dataset (SQuAD)
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• SQuAD was for years the most 
popular reading comprehension 
dataset; it is “almost solved” 
today (though the underlying 
task is not,) and the state-of-the-
art exceeds the estimated human 
performance.

(Rajpurkar et al., 2016): SQuAD: 100,000+ Questions for Machine Comprehension of Text



SQuAD Evaluation
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• Evaluation: exact match (0 or 1) and F1 (partial credit).
• For development and testing sets, 3 gold answers are collected, because there could be 

multiple plausible answers.
• We compare the predicted answer to each gold answer (a, an, the, punctuations are 

removed) and take max scores. Finally, we take the average of all the examples for both 
exact match and F1.



Other question answering datasets

23

• TriviaQA: Questions and answers by trivia enthusiasts. Independently collected web 
paragraphs that contain the answer and seem to discuss question, but no human 
verification that paragraph supports answer to question

• Natural Questions: Question drawn from frequently asked Google search questions. 
Answers from Wikipedia paragraphs. Answer can be substring, yes, no, or 
NOT_PRESENT. Verified by human annotation.

• HotpotQA. Constructed questions to be answered from the whole of Wikipedia which 
involve getting information from two pages to answer a multistep query:
• Q: Which novel by the author of “Armada” will be adapted as a feature film by Steven 

Spielberg? A: Ready Player One



Conventional feature-based methods for reading comprehension 

• Generate a list of candidate answers (𝑎!, 𝑎", … , 𝑎#)

• Define a feature vector 𝜙 𝑝, 𝑞, 𝑎$ ∈ 𝑅%:

• Word/bigram features

• Parse tree matches

• Dependency labels, length, part-of-speech tags

• Apply a multi-class logistic regression model

(Rajpurkar et al, 2016): SQuAD: 100,000+ Questions for Machine Comprehension of Text
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Neural models for reading comprehension
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• How can we build a neural model to solve SQuAD?

• Problem formulation
• Input:  𝐶 = (𝑐!, 𝑐", … , 𝑐&), 𝑄 = (𝑞!, 𝑞", … , 𝑞#), 𝑐$, 𝑞$ ∈ 𝑉
• Output: 1≤ start ≤  end ≤𝑁
• N~100, M ~15

• Stanford Attentive Reader [Chen, Bolton, & Manning 2016] [Chen, Fisch, Weston & Bordes 2017]

• Demonstrated a minimal, highly successful architecture for reading comprehension 
and question answering
• Became known as the Stanford Attentive Reader

https://arxiv.org/abs/1606.02858
https://aclanthology.org/P17-1171/


Which team won Super Bowl 50?Q

Which team won Super 50 ?

…

…

…

Input Output

Passage (P)

Question (Q)

Answer (A)

Stanford Attentive Reader



Stanford Attentive Reader

Who did Genghis Khan unite before he
began conquering the rest of Eurasia?

Q

Bidirectional LSTMs

… ……P

… …… 1p$

p$



Who did Genghis Khan unite before he
began conquering the rest of Eurasia?

Q

… ……

Bidirectional LSTMs

Attention

predict start token

Attention

predict end token

1p$

Stanford Attentive Reader



SQuAD 1.1 Results (single model, c. Feb 2017)
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F1

Logistic regression 51.0

Fine-Grained Gating (Carnegie Mellon U) 73.3

Match-LSTM (Singapore Management U) 73.7

DCN (Salesforce) 75.9

BiDAF (UW & Allen Institute) 77.3

Multi-Perspective Matching (IBM) 78.7

ReasoNet (MSR Redmond) 79.4

DrQA (Chen et al. 2017) 79.4

r-net (MSR Asia) [Wang et al., ACL 2017] 79.7

Google Brain / CMU (Feb 2018) 88.0

Human performance 91.2

Pretrained + Finetuned Models circa 2021 >93.0



BiDAF: the Bidirectional Attention Flow model
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• Encode the question using word/char embeddings; pass on an biLSTM encoder

• Encode the passage similarly

• Passage-to-question and question-to-passage attention

• Modeling layer: another BiLSTM layer

• Output layer: two classifiers for predicting start and end points

• The entire model can be trained in an end-to-end way

(Seo et al, 2017): Bidirectional Attention Flow for Machine Comprehension



BiDAF: the Bidirectional Attention Flow model

31(Seo et al, 2017): Bidirectional Attention Flow for Machine Comprehension



BiDAF: attention visualization
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BiDAF: results on SQuAD
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BERT for reading comprehension
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• BERT is pre-trained on two training objectives:
• Masked language model (MLM)
• Next sentence prediction (NSP)

• BERTbase has 12 layers and 110M parameters, 
BERTlarge has 24 layers and 330M parameters



BERT for reading comprehension
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where 𝐡$ is the hidden vector of 𝑐$, returned by BERT



• All the BERT parameters (e.g., 110M) as well as the newly introduced parameters 
(e.g., 768 x 2 = 1536) are optimized together for hstart, hend  (e.g., 768x2=1536) are 
optimized together for ℒ

• It works amazing well. Stronger pre-trained language models can lead to even better 
performance and SQuAD becomes a standard dataset for testing pre-trained models.

F1 EM
Human performance 91.2* 82.3*
BiDAF 77.3 67.7
BERT-base 88.5 80.8
BERT-large 90.9 84.1
XLNet 94.5 89.0
RoBERTa 94.6 88.9
ALBERT 94.8 89.3

(dev set, except for human performance)

BERT for reading comprehension



Comparisons between BiDAF and BERT models
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• BERT model has many many more parameters (110M or 330M) 
BiDAF has ~2.5M parameters.

• BiDAF is built on top of several bidirectional LSTMs while BERT is built on top of 
Transformers (no recurrence architecture and easier to parallelize). 

• BERT is pre-trained while BiDAF is only built on top of GloVe (and all the remaining 
parameters need to be learned from the supervision datasets).

Pre-training is clearly a game changer but it is expensive..



Is reading comprehension solved?

40



Is reading comprehension solved?
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• We have already surpassed human 
performance on SQuAD. Does it 
mean that reading comprehension is 
already solved?

• The current systems still perform 
poorly on adversarial examples or 
examples from out-of-domain 
distributions (Jia and Liang, 2017)

• Systems trained on one dataset 
can’t generalize to other datasets 
(Sen and Saffari, 2020)

https://arxiv.org/abs/1707.07328
https://arxiv.org/abs/2004.03490


Is reading comprehension solved?
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• BERT model trained on SQuAD

(Ribeiro et al., 2020): Beyond Accuracy: Behavioral Testing of NLP Models with CheckList

Failure rate 



3. Open-domain question answering
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• Different from reading comprehension, we don’t assume a given passage.
• Instead, we only have access to a large collection of documents (e.g., Wikipedia). We 

don’t know where the answer is located, and the goal is to return the answer for any 
open-domain questions. 

• Much more challenging and a more practical problem!

Answer (A)Question (Q)



Retriever-Reader framework 
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Document
Reader

Document 
Retriever

833,500

https://github.com/facebookresearch/DrQA

Chen et al., 2017. Reading Wikipedia to Answer Open-domain Questions

How many of Warsaw's inhabitants
spoke Polish in 1933? 



Retriever-Reader framework 
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• Input: a large collection of documents 𝒟 = 𝐷!, 𝐷", … , 𝐷& and 𝑄
• Output: an answer string 𝐴

Chen et al., 2017. Reading Wikipedia to Answer Open-domain Questions

A reading comprehension problem!

K is pre-defined (e.g., 100)• Retriever: 𝑓(𝒟, 𝑄) ⟶ 𝑃!, … , 𝑃'
• Reader:    𝑔(𝑄, {𝑃!, … , 𝑃'}) ⟶ 𝐴

In DrQA,
• Retriever = A standard TF-IDF information-retrieval sparse model (a fixed module)
• Reader = a neural reading comprehension model that we just learned

• Trained on SQuAD and other distantly-supervised QA datasets

Distantly-supervised examples: (Q, A) ⟶ (P, Q, A)



We can train the retriever! Joint training of retriever and reader 

• Each text passage can be encoded as a vector using BERT and the retriever score can be measured as the 
dot product between the question representation and passage representation.

• However, it is not easy to model as there are a huge number of passages (e.g., 21M in English Wikipedia)

Lee et al., 2019. Latent Retrieval for Weakly Supervised Open Domain Question Answering



We can train the retriever!  REALM: retrieval-augmented LM
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REALM augments language model 
pre-training with a neural knowledge 
retriever that retrieves knowledge 
from a textual knowledge corpus 
(e.g., all of Wikipedia). 

Signal from the language modeling 
objective backpropagates all the way 
through the retriever, which must 
consider millions of documents in Z—
a significant computational challenge

(Guu et al., 2020)

https://proceedings.mlr.press/v119/guu20a/guu20a.pdf


We can train the retriever!  REALM: retrieval-augmented LM

(Guu et al., 2020)

Neural 
knowledge 
retriever

Knowledge 
augmented 
encoder

https://proceedings.mlr.press/v119/guu20a/guu20a.pdf


We can train the retriever!  REALM: retrieval-augmented LM

(Guu et al., 2020)

Neural 
knowledge 
retriever

Knowledge 
augmented 
encoder

https://proceedings.mlr.press/v119/guu20a/guu20a.pdf


We can train the retriever!  REALM: retrieval-augmented LM

(Guu et al., 2020)

Knowledge 
augmented 
encoder

• Key computational challenge is that the 
marginal probability involves a summation 
over all docs. 

• Approximate this by summing over top k 
docs with highest prob under 𝑝(𝑧|𝑥) --- via 
Maximum inner product search (MIPS)

https://proceedings.mlr.press/v119/guu20a/guu20a.pdf


We can train the retriever!  REALM: retrieval-augmented LM

(Guu et al., 2020)

Test results on Open-QA benchmarks: NaturalQuestions, WebQuestions, CuratedTrec dataset

https://proceedings.mlr.press/v119/guu20a/guu20a.pdf


We can train the retriever

• Dense passage retrieval (DPR)
• We can also just train the retriever using question-answer pairs!

• Trainable retriever (using BERT) largely outperforms traditional IR retrieval models

Karpukhin et al., 2020. Dense Passage Retrieval for Open-Domain Question Answering



Deep retrieval + generative models 
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• Recent work shows that it is beneficial to generate answers instead of to 
extract answers.

Fusion-in-decoder (FID)=DPR+T5

Izacard and Grave 2020. Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering



LLMs can do open-domain QA well
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• … without an explicit retriever stage

Roberts et al., 2020. How Much Knowledge Can You Pack Into the Parameters of a Language Model?



Maybe the reader model is not necessary too!

• It is possible to encode all the phrases (60 billion phrases in Wikipedia) using dense 
vectors and only do nearest neighbor search without a BERT model at inference time!

Seo et al., 2019. Real-Time Open-Domain Question Answering with Dense-Sparse Phrase Index
Lee et al., 2020. Learning Dense Representations of Phrases at Scale

https://arxiv.org/pdf/2012.12624.pdf


LLM based QA (with web search!)
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Problem with LLM based QA
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• Seems totally 
reasonable!  

• But (1) it’s not his 
most cited paper, and 
(2) it doesn’t have 
that many citations. 
Yikes! Also the 
reference to a web 
page doesn’t help.



• LLMs store an impressive amount of information in their parameters
• But LMs can’t memorize everything
• The world changes over time
• You might want it to use private documents that aren’t on the web

• Also, black-box LLMs are opaque
• Given a query, it produces an answer, but it’s difficult to verify if the answer is correct

LLMs cannot memorize everything



Using retrieval to overcome LLMs’ shortcomings
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• Instead of asking the LLM to memorize everything, can we provide the LLM with 
relevant and useful content just-in-time?

• Retrieval is a common mechanism for identifying such relevant information.
• Dynamic: it’s easy to update / add documents to your retrieval system
• Interpretable: LM can generate pointers to retrieved documents that support 

human verification of its generations (citations)



4: Retrieval Augmented Generation (RAG) 
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• Retrieval Augmented Generation (RAG) is very powerful! 

[Piktus+ 2021]

https://arxiv.org/pdf/2005.11401.pdf


4: Retrieval Augmented Generation (RAG) 
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• State of the art for open-domain QA
• Combine strengths of Open (non-

parametric) and Closed-book (parametric)

• More specific, diverse, and factual 
generation than seq2seq (e.g., BART)

[Piktus+ 2021]



4: Retrieval Augmented Generation (RAG) 
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[Piktus+ 2021]

How well does RAG work, anyway? Is it more factual?



Problem #1: how many documents can use?
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• The retriever is key: if we have to use only 1 document, then we have to get that right.
• Why not get lots of documents and pass it to the LM? 



LLM’s can’t pay attention to the entire context
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• The long-context problem bites you – LLMs do not pay attention to its context well!
• Setup: 1 relevant document, all others irrelevant

[Liu+ 2023]
Best Closed-Book performance: GPT-3.5-Turbo, ~56%
Best Oracle (only feed in relevant doc) performance: GPT-3.5-Turbo, ~88.5%

https://arxiv.org/pdf/2307.03172.pdf


In practice: LLMs can’t use many documents
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• Retriever performance (yellow) 
rises slowly to 90% recall

• RAG performance (other lines) 
saturate very quickly – after 10-
20 documents.



Problem #2: useful and usable citations
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• A unique benefit of RAG: citing your sources



How accurate are these citations?
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• These citations themselves are 
generated by LLMs

• So the citations could also be 
hallucinated .. How often does 
that happen?



Existing systems have high fluency, but low correctness for citations
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• Outputs are easy to read / appear useful to rater (1-5 scale)

[Liu+ 2023]
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• But precision and recall are both low …

Existing systems have high fluency, but low correctness for citations



Overview 

1. What is question answering? (10 mins)

2. Reading comprehension (30 mins)
ü How to answer questions over a single passage of text

3. Open-domain (textual) question answering (20 mins)
ü How to answer questions over a large collection of documents

4. Retrieval-augmented generation for question answering (10 mins)


