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Overview

1. What is question answering? (10 mins)

2. Reading comprehension (30 mins)
(J How to answer questions over a single passage of text

3. Open-domain (textual) question answering (20 mins)
J How to answer questions over a large collection of documents

4 .Retrieval-augmented generation for question answering (10 mins)

* Next lecture: Nicholas Carlini on Privacy and Security in LLMs
e Assignment 5 due on Feb 18t




1. What is question answering?

Question (Q) * aﬁ » Answer (A)

The goal of question answering is to build systems that automatically answer questions

posed by humans in a natural language

The earliest QA systems
dated back to 1960s!

(Simmons et al., 1964)

Question:
a) What do worms eat?
o
eat

N
what

Answers:
b) Worms eat grass c) Grass is eaten by worms
worms - worms eat grass
AN
eat worms
N ~N
grass eat
grass

(complete agreement of dependencies)




1. What is question answering?

. . . . GO g|€ How can | protect myself from COVID-19? X
e Lots of immediate applications:

search engines, dialogue systems

19s
The best way to prevent illness is to avoid being exposed to this virus. Learn how COVID-19 spreads
and practice these actions to help prevent the spread of this illness.

« QA is an important testbed for
. To help prevent the spread of COVID-19:
eva I u at| ng h oW we I I com p Ute « Cover your mouth and nose with a mask when around people who don't live with you. Masks

work best when everyone wears one.
systems understand human language . siyatleast 6 feet (about 2 arm lengths) from others.
« Avoid crowds. The more people you are in contact with, the more likely you are to be exposed to
COVID-19.

(l . L) .
e Sl nce q uestion can be d evi SEd to » Avoid unventilated indoor spaces. If indoors, bring in fresh air by opening windows and doors.
« Clean your hands often, either with soap and water for 20 seconds or a hand sanitizer that
q ue ry d ny aspeCt Of text contains at least 60% alcohol.

« Get vaccinated against COVID-19 when it’s your turn.

ComprehenSIOH, the ablllty to answer » Avoid close contact with people who are sick.

« Cover your cough or sneeze with a tissue, then throw the tissue in the trash.

q u eSt| ons |S t h e St rongESt pOSSi ble « Clean and disinfect frequently touched objects and surfaces daily.
demonstration of understanding” © Learn more on cde.gov
For informational purposes only. Consult your local medical authority for advice




1. What is question answering?

Smart Speaker Use Case Frequency - January 2019

Ask a question
Listen to streaming music service
Check the weather
Set an alarm 41.8% | 23.5%
Set a timer 46.7% [ 22.9%

Listen to radio

Use a favorite Alexa skill / Google Action 48.7% 35.0% ] 18.3%

) People aSk a IOt Of Play game or answer trivia 48.0% 29.1% | 10.8°¢
queStIOHS tO Dlgltal Control smart home devices 45.8% 33.3%| 23.5%
Pe rsona I ASSiSta ntS Listen to news or sports 43.8% 28.8% [13:4%

Search for product info 41.2% 27.8% 10.8

Call someone 40.2% 23.5% ’ 11.4%

Find a recipe / cooking instructions 40.2% 26.1% ] 7.8¢

Listen to podcast / other talk formats 39.9% 26.5% 11.1%

Check traffic 36.9%  22.9%  RRIEE

Access my calendar 31.7%  21.2% I 11.4¢
Send a text message 30.4% 18,3%] 10.5% @ i
Make a purchase 26.1% 15.0%{ 3.9% e VOICGbOt'aI DAILY

Source: Voicebot Smart Speaker Consumer Adoption Report Jan 2019




Question answering taxonomy

e Factoid questions vs. Non-factoid questions

* Answers

* A short span of text
A paragraph
Yes/No
A database entry
A list

 Context
* A passage, a document, a large collection of documents
* Knowledge base
e Semi-structured tables
* Images
* The web




2011: IBM Watson beat Jeopardy champions

Who 15 Stoker?
{ F onE WELIOME 0ut

o,
(,“.., u ® /Lo RPS)

IBM Watson defeated two of Jeopardy's greatest champions in 2011




IBM Watson beat Jeopardy champions

(2) Candidate Answer Generation (3) Candidate (4)
. xR Answer Confidence
rom Text Resources Scorin i
Candidate g Mergmg
Docurgent EET P and
an — Answer it Ranking
. - Answer
(1) Question Passsage bassaes] ™| Extraction +
P . Retrieval 2
rocessing T Document titleg [ e . Merge
—=] Anchor text SR g"'tdfencel’ Candidate Equivalent
etrieva - Answer An
Docu - swers
Lexical ) Car::::late | and scon'ng . m 1
L]
ABS\:rertType " AN Confidence | I a g e C re d I t .
etection < S Candidate v,
— Conie || |t [Tt ] | | Anewer | | Logiole edition
uestion From Structured Data = + J & M d 3
Classification . Candldate] SOI.II::! A-?-“r Candidate ARI;?‘VI::: ’
— P ie——-- - ype
\ RRelatlonI ____________ Candidate Em/ Answer {
etrieva
‘ R Candidate | Sou Canddate
Nar:nl_1ed Entity e S. Answer Space from swer
agging Facebook o
DBPedia Confidence

(1) Question processing, (2) Candidate answer generation, (3) Candidate answer
scoring, and (4) Confidence merging and ranking.




Question answering in deep learning era

Sret'r‘(oa q)

BERT 5(0)

BERTR(g, 0)

[CLS]...The term ‘ZIP’
is an acronym for Zone
Improvement Plan... [SEP]

BERT (1)

[CLS]...group of ze-
bras are referred to as a
herd or dazzle...[SEP]

Top K

[CLS] What does the
zip in zip code stand for?
[SEP]...The term ‘ZIP’
is an acronym for Zone
Improvement Plan... [ SEP ]

Almost all the state-of-the-art question answering systems are built on top of end-to-

Sret'r(l’ q)
BERT(q)
[CLS] What does the zip in
zip code stand for? [ SEP ]
Sretr(2’ q)

BERT(2)

BERT(q, 2)

[CLS]...ZIPs for other
operating systems may
be preceded by... [SEP ]

Top K

Sretr(-u, q)

BERT5(...)

[CLS] What does the
zip in zip code stand for?
[SEP]...ZIPs for other
operating systems may
be preceded by... [ SEP ]

Image credit: (Lee et al., 2019)

MLP

o

JMN

MLP

o

JMN

end training and pre-trained language models (e.g., BERT)!

S’read (Oa

“The term”, q)

S’read (0)

“Zone Improvement Plan”, q)

Sread (0, ...

,q)

Sread (2a

“ZIPS”, q)

Sread (2’

“operating systems”, q)

Sread (2, ...

,q)




Textual Question Answering (Reading Comprehension)

The first recorded travels by Europeans to China and back date from this time.
The most famous traveler of the period was the Venetian Marco Polo, whose
account of his trip to "Cambaluc,”" the capital of the Great Khan, and of life there
astounded the people of Europe. The account of his travels, || milione (or, The
Million, known in English as the Travels of Marco Polo), appeared about the year
1299. Some argue over the accuracy of Marco Polo's accounts due to the lack of
mentioning the Great Wall of China, tea houses, which would have been a
prominent sight since Europeans had yet to adopt a tea culture, as well the
practice of foot binding by the women in capital of the Great Khan. Some
suggest that Marco Polo acquired much of his knowledge through contact with
Persian traders since many of the places he named were in Persian.

How did some suspect that Polo learned about
China instead of by actually visiting it?

Answer: through contact with Persian traders

(Rajpurkar et al, 2016): SQUAD: 100,000+ Questions for Machine Comprehension of Text
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Textual Question Answering

James the Turtle was always getting in trouble.
Sometimes he'd reach into the freezer and empty

out all the food. Other times he'd sled on the deck 1) What is the name of the trouble making turtle?

and get a splinter. His aunt Jane tried as hard as A) Fries
she could to keep him out of trouble, but he was _
sneaky and got into lots of trouble behind her B) Pudding
back. C) James
One day, James thought he would go into town D) Jane

and see what kind of trouble he could get into. He
went to the grocery store and pulled all the
pudding off the shelves and ate two jars. Then he
walked to the fast food restaurant and ordered 15
bags of fries. He didn't pay, and instead headed
home. A) pudding

2) What did James pull off of the shelves in the
grocery store?

His aunt was waiting for him in his room. She told B) fries
James that she loved him, but he would have to 0) food

start acting like a well-behaved turtle.
After about a month, and after getting into lots of D) splinters
trouble, James finally made up his mind to be a

better turtle.

(Richardson et al, 2013): MCTest: A Challenge Dataset for the Open-Domain Machine Comprehension of Text
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Conversational Question Answering

--------------------------------------------------------------------------------------------------------------------------------------------------

§The Virginia governor’s race, billed as the marquee battle of an otherwise
:anticlimactic 2013 election cycle, is shaping up to be a foregone :
:conclusion. Democrat Terry McAuliffe, the longtime political fixer and
:moneyman, hasn't trailed in a poll since May. Barring a political miracle,
:Republican Ken Cuccinelli will be delivering a concession speech on
:Tuesday evening in Richmond. In recent ...

Q: What are the candidates running for? A: Governor

Q: Where? / A: Virginia

Q: Who is the democratic candidate? A: Terry McAuliffe

/

Q: Who i . /nt’? A: Ken Cuccinelli
d o is his opponent: : UCCI I
/

Q: What party does he befong to? A: Republican

Q: Which of them is winning?

(Reddy et al, 2019): CoQA: A Conversational Question Answering Challenge
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Long-form Question Answering

Question How do jellyfish function without a brain and a nervous system?

& Abstractive ® Extractive

Jellyfish don’t have brains. Jellyfish have a nervous system. But none of these hypotheses make much sense for a

They know how to swim, they don’t even know what to do jellyfish because they don't have brains at all. They just

with their bodies. They have a “nervous system”, which is have a nerve net — a loose ring of neurons that runs

basically a bunch of nerve cells that connect to the body. around the rim of their pulsating bells. They have an

The nervous system is made up of neurons, neurons, unusual nervous system, 451 because jellyfish are not

nerves, etc. Each neuron doesn’t have a specific set of bilaterally symn

“neurons”, it just has a different set of nerves. It has a set of side and a right I : I L( I 4 f
sensory neurons, which are all connected to each other. It nervous system exp aln I e m “./e
just knows that it does react to the stimulus, and it knows and they coord

that the stimulus is there. They have a bunch of nervous

systems that act like a filter to get information back. Explain Like Ilm Five I DOI‘I't PaniC!

r/explainlikeimfive

Posts Detailed Rules

https://ai.facebook.com/blog/longform-ga/
(Fan et al, 2019): ELI5: Long Form Question Answering
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Open-domain Question Answering

Q: How many of Warsaw's inhabitants
D I‘QA spoke Polish in 19337

7 \ Document Document
L Retriever Reader
5C Q 1 - R
Rom

- = ?

WIKIPEDIA

The Free Encyclopedia O 1
p, ;

Q
>>> process('What is the answer to life, the universe, and everything?')
Top Predictions:
| Rank | Answer | Doc | Answer Score | Doc Score |
| 1 | 42 | Phrases from The Hitchhiker's Guide to the Galaxy | 47242 | 141.26 |

(Chen et al, 2017): Reading Wikipedia to Answer Open-Domain Questions

14
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Knowledge Base Question Answering

~ Freebase

100M entities (nodes) 1B assertions (edges)

MichelleObama__ Which states’ capitals are also their largest cities by area?
Gend
/ \ L er\‘Female USState
Placeslived  Spouse 1992.10.03 }
- : :
/ \ o F e semantic parsing
/
Event21 Event8 Hawaii

| \ ‘/Contamedsy T puz. Type.USState M Capital.argmax(Type.City 1 ContainedBy.z, Area)

Location ~ Type Marriage UnitedStates ContainedBy

l ContainedBy |
/

Chicago™ | BarackObama——rPlaceOfBirth——Honolulu execute
- —
Locations !PIacesLived// \
Event3 Type/ DateOfBirth Profession Type 2 33 g
/ / \ 1 Arizona,Hawaii,ldaho,Indiana,lowa,Oklahoma,Utah
Y
Person 1961.08.04 Politician City

(Berant et al, 2013): Semantic Parsing on Freebase from Question-Answer Pairs
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Table-based Question Answering

Year City Country Nations
1896 Athens Greece 14

x = Greece held its last
Summer Olympics in
which year?

y = 2004

1900 Paris France 24
1904 St.Louis USA 12

2004 Athens Greece 201
2008 Beijing China 204
2012 London UK 204

(Pasupat and Liang, 2015): Compositional Semantic Parsing on Semi-Structured Tables.

16




Visual Question Answering

GPT-4
As of Feb 15th, 2024

How many slices of pizza are there?
Is this a vegetarian pizza?

What color are her eyes?
What is the mustache made of?

how many slices of pizza are there? is this a vegetarian pizza?

ChatGPT

There are 8 slices of pizza in the image. As for whether it's a vegetarian pizza, it appears to have
toppings that could be vegetables, such as pieces that look like diced tomatoes and possibly
green peppers. However, without a clearer image or a list of ingredients, it's impossible to be
(Antol et al, 2015): Visual Question Answering certain if there are no meat products on the pizza. Vegetarian pizzas typically do not include meat,
but they can include a variety of vegetable toppings like onions, peppers, mushrooms, olives, and
17 more. If there is any meat or meat-based toppings visible, then it would not be a vegetarian pizza.




Why do we care about this problem?

* Reading comprehension is an important testbed for evaluating how well computer

systems understand human language

* Wendy Lehnert 1977: “Since questions can be devised to query any aspect of text comprehension,
the ability to answer questions is the strongest possible demonstration of understanding.”

 Many other NLP tasks can be reduced to a reading comprehension problem:

Information extraction Semantic role labeling
(Barack Obama, educated_at, ?)

UCD finished the 2006 championship as Dublin champions ,
by beating St Vincents in the final .

. . /Who finished something? - UCD h

Question: Where did Barack Obama graduate from? | it i someone s - e 2008 championti

- What did someone finish something as? - Dublin champions
Passage: Obama was born in Honolul u, Hawaii. After How did someone finish something? - by beating St Vincents in the final )
graduating from Columbia University in 1983, he ; §
worked as a community organizer in Chicago. Who beat someone? - UCD

When did someone beat someone? - in the final

Who did someone beat? - St Vincents

(Levy et al., 2017) (He et al., 2015)

18




Stanford Question Answering Dataset (SQUAD)

* 100k annotated (passage, question, answer) triples

e Large-scale supervised datasets are also a key ingredient for training effective neural
models for reading comprehension!

e Passages are selected from English Wikipedia, usually 100~150 words.
e Questions are crowd-sourced.
* Each answer is a short segment of text (or span) in the passage.
e This is a limitation— not all the questions can be answered in this way!

I 19



Stanford Question Answering Dataset (SQUAD)

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau-

¢ SQUAD Was for yearS the most pel and hail... Precipitation forms as smaller
. . droplets coalesce via collision with other rain
popular reading comprehension drops or ice crystals within a cloud. Short, in-
dataset; |t iS ualmost Solvedn zr;lz pzz:z\fivzrzf‘raln in scattered locations are
tOday (though the Underlymg What causes precipitation to fall?
task is not,) and the state-of-the- gravity
. What is another main form of precipitation be-
art exceeds the eStImated human sides drizzle, rain, snow, sleet and hail?

graupel

performance.

Where do water droplets collide with ice crystals
to form precipitation?
within a cloud

(Rajpurkar et al., 2016): SQUAD: 100,000+ Questions for Machine Comprehension of Text

20




SQuAD Evaluation

e Evaluation: exact match (0O or 1) and F1 (partial credit).
* For development and testing sets, 3 gold answers are collected, because there could be
multiple plausible answers.

« We compare the predicted answer to each gold answer (a, an, the, punctuations are
removed) and take max scores. Finally, we take the average of all the examples for both

exact match and F1.

Private schools, also known as independent schools, non-governmental, or Q Rather than taxation
nonstate schools, are not administered by local, state or national governments; h t ivat hool ’
thus, they retain the right to select their students and are funded in whole or in what are private sChools

part by charging their students tuition, rather than relying on mandatory taxation largely funded by'?

through public (government) funding; at some private schools students may be

able to get a scholarship, which makes the cost cheaper, depending on a talent A: {tuition, charging their
the student may have (e.g. sport scholarship, art scholarship, academic students tUitiOIl, tuition}

scholarship), financial need, or tax credit scholarships that might be available.

21




Other question answering datasets

23

TriviaQA: Questions and answers by trivia enthusiasts. Independently collected web
paragraphs that contain the answer and seem to discuss question, but no human
verification that paragraph supports answer to question

Natural Questions: Question drawn from frequently asked Google search questions.
Answers from Wikipedia paragraphs. Answer can be substring, yes, no, or
NOT _PRESENT. Verified by human annotation.

HotpotQA. Constructed questions to be answered from the whole of Wikipedia which
involve getting information from two pages to answer a multistep query:

« Q: Which novel by the author of “Armada” will be adapted as a feature film by Steven
Spielberg? A: Ready Player One




Conventional feature-based methods for reading comprehension

* Generate a list of candidate answers (a4, a,, ..., ay)

» Define a feature vector ¢(p, q, a;) € R%:
* Word/bigram features
* Parse tree matches

* Dependency labels, length, part-of-speech tags

* Apply a multi-class logistic regression model

(Rajpurkar et al, 2016): SQUAD: 100,000+ Questions for Machine Comprehension of Text

24




Neural models for reading comprehension

e How can we build a neural model to solve SQUAD?

* Problem formulation

* Input: C = (C1; C2) «ee) CN)J Q — (Ql; qz, .-, CIM); Ci,q; € V
e Output: 1< start £ end <N
 N~100, M ~15

e Stanford Attentive Reader [Chen, Bolton, & Manning 2016] [Chen, Fisch, Weston & Bordes 2017]

 Demonstrated a minimal, highly successful architecture for reading comprehension
and question answering

e Became known as the Stanford Attentive Reader

25



https://arxiv.org/abs/1606.02858
https://aclanthology.org/P17-1171/

Stanford Attentive Reader
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Stanford Attentive Reader

Who did Genghis Khan unite before he
began conquering the rest of Eurasia?

Bidirectional LSTMs

Pl

started the Mongol invasions that resulted in the
conquest of most of Eurasia. These included raids or
invasions of the Qara Khitai, Caucasus, Khwarezmid

campaigns were often accompanied by wholesale
massacres of the civilian populations — especially in the
Khwarezmian and Xia controlled lands. By the end of his
life, the Mongol Empire occupied a substantial portion of
Central Asia and China.




Stanford Attentive Reader

Who did Genghis Khan unite before he

began conquering

Bidirectional LSTMs

e N,

\ 4

a

Attention

softmax (q"W
4

— predict start token

\ 4
\ 4

a

the rest of Eurasia?

Pi

a

A 4

H

He came to power by uniting many of the nomadic
tribes of Northeast Asia. After founding the Mongol
Empire and being proclaimed "Genghis Khan', he
started the Mongol invasions that resulted in the
conquest of most of Eurasia. These included raids or
invasions of the Qara Khitai, Caucasus, Khwarezmid
Empire, Western Xia and Jin dynasties. Thﬁ;tte n
campaigns were often accompanied by w#o [
massacres of the civilian populations — especially in the
Khwarezmian and Xia controlled lands. By the end of his
life, the Mongol Empire occupied a substantial portion of
Central Asia and China. ' — an

tion

MZ LA -

:"tma,xi (qT Wl f)z)

S

— predict end token




SQuUAD 1.1 Results (single model, c. Feb 2017)
F1
Logistic regression 51.0
"""""""""" Fine-Grained Gating (Carnegie Mellonl) | 733
"""""""""" Match-LSTM (Singapore ManagementU) | 737
DCN (Salesforce) /5.9
~ BiDAF(UW&Allen Institute) | 773
"""""""""""""" Multi-Perspective Matching (IBM) | 787 |
""""""""""""""""" ReasoNet (MSR Redmond) | 794 |
~ DrQA(Chenetal.2017) | 794
"""""""""" ~net (MSR Asia) Wang etal., ACL2017] | 797 |
Google Brain / CMU (Feb 2018) 88.0
Human performance 91.2
Pretrained + Finetuned Models circa 2021 >93.0

29




BiDAF: the Bidirectional Attention Flow model

e Encode the question using word/char embeddings; pass on an biLSTM encoder
* Encode the passage similarly

* Passage-to-question and question-to-passage attention

 Modeling layer: another BiLSTM layer

e Qutput layer: two classifiers for predicting start and end points

 The entire model can be trained in an end-to-end way

(Seo et al, 2017): Bidirectional Attention Flow for Machine Comprehension

30




BiDAF: the Bidirectional Attention Flow model

Start End Query2Context

T T { Softmax |
Outpu‘[ Layer Dense + Softmax #1 LSTM + Softmax ¥raTraY = g Uy
. 1/ . s . T = I__I_I__I Uo
@ Uy
Modeling Layer 1 4 * : ==
=
& hy ho hrt
A A 'y
T J1 9o oT
Context2Query
Attention Flow Query2Context and Context2Query h
i Attention if e Uy
A A A N é
h1T ho ht U4 uy ;o: ollellellel Uo
Phrase Embed = s Uy
- - = -
Layer Q 2 I .
A A A A l} A A l} A éﬂ h h h
Word Embed Ll T
e 1| 3 ] ]
Character Word Character
Erbad oy I [ WU [ - = - _— Embedding  Embedding
X4 X2 X3 X1 oF qu
L J L J GLOVE Char-CNN
Context Query

(Seo et al, 2017): Bidirectional Attention Flow for Machine Comprehension




BiDAF: attention visualization

Super Bow! 50 was an American football game
to determine the champion of the National
Football League ( NFL ) for the 2015 season .
The American Football Conference (AFC)
champion Denver Broncos defeated the
National Football Conference ( NFC) champion
Carolina Panthers 24-10 to earn their third
Super Bowl title . The game was played on
February 7, 2016, at Levi 's Stadium in the
San Francisco Bay Area atSanta Clara,
California . As this was the 50th Super Bowl| ,
the league emphasized the " golden
anniversary " with various gold-themed
initiatives, as well astemporarily suspending
the tradition of naming each Super Bow! game
with Roman numerals ( under which the game
would have been known as " Super BowlL"),
so that the logo could prominently feature the
Arabic numerals 50 .

32

Where
did

Super

Bowl

50

take

place

> [ |I|| |III|II

| |I“

II |I at, the, at, Stadium, Levi, in, Santa, Ana

| 0

Super, Super, Super, Super, Super

Bowl, Bowl!, Bowl, Bowl, Bowl

|50

‘ |II ill‘lll | II‘III niatves




BiDAF: results on SQUAD

Single Model = Ensemble

EM F1 EM Fl EM Fl

Logistic Regression Baseline® 404 51.0 - - No char embedding 65.0 75.4
Dynamic Chunk Reader® 62.5 71.0 - - No word embedding 55.5 66.8
Fine-Grained Gating® 62.5 733 - - No C2Q attention 572 67.7
Match-LSTM* 647 737 619 770 NoQ2Cattention  63.6 73.7
Multi-Perspective Matching® 65.5 75.1 68.2 772 Dynamic attention 63.5 73.6
Dynamic Coattention Networks/ 662 759 71.6 804  BIDATF (single) 67.7 71.3
R-Net? 684 775 72.1 797 _BIDAF (ensemble) 72.6 80.7
BIDAF (Ours) 680 773 733 811

(b) Ablations on the SQuAD deyv set
(a) Results on the SQuAD test set
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BERT for reading comprehension

e BERT is pre-trained on two training objectives:
* Masked language model (MLM)

* Next sentence prediction (NSP) Pend, Pendys
Pstart1 @ T PstfrtM 1
* BERT,,. has 12 layers and 110M parameters, @G\ /
BERT,,.. has 24 layers and 330M parameters \/
large y P [ C J[T1 ] TSEp

/@/@@D StartlEndszN
BERT

Il ‘ BE|RT —T> Ecis|| B1 | .- | En| [Esep| | Bt ] ... |Ew

11 —1—1r

PN

[
Masked Sentence A Masked Sentence B uestion Paragraph @ T k 1 e k N EE}]\ T k 1 e
\ Unlabeled Sent;eAand B Pair J KK\ ) QUSS“O”A'"SW” Py / i OJ i _/

—~— —~

Pre-training Fine-Tuning Question Paragraph

Tok1 | ... TokN [SEP] Tok1 | .. TokM
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BERT for reading comprehension I

L=— logpstart(S*) T lngend(e*) Pend, Pendyy
Psta{tl PstartM‘
Dstart (7’) — SOftmaX’i (W;‘tarthi) )/E]\ /@@

1) = softmax;(w! . h; \/
Pena(1) {(Wenali) 0D - (W) e () -
where h; is the hidden vector of c;, returned by BERT

l l BERT
Ecis|| BE1 | ... | EN| [EseP| [ B2 ] ... Enm

11 —1—1r

T
@TOH ««+ [Tok N @ Tok 1

— _/ — _/
Y Y
Question Paragraph
36




BERT for reading comprehension £ = —logpstart(s™) — 10g pend(€”)

e All the BERT parameters (e.g., 110M) as well as the newly introduced parameters
(e.g., 768 x 2 = 1536) are optimized together for h. ., h.,y (€.8., 768x2=1536) are
optimized together for L

e |t works amazing well. Stronger pre-trained language models can lead to even better
performance and SQUAD becomes a standard dataset for testing pre-trained models.

Start/End Span

F1 EM OO —

Human performance 91.2* 82.3* [ Ty ][T[ssp] ][ T, J
BiDAF 77.3 67.7

BERT-base 88.5 80.8 BERT

BERT-large 90.9 84.1

XLNet 94.5 89.0

RoBERTa 94.6 88.9

ALBERT 94.8 89.3

(dev set, except for human performance)

Question Paragraph




Comparisons between BiDAF and BERT models

 BERT model has many many more parameters (110M or 330M)
BiDAF has ~2.5M parameters.

* BIiDAF is built on top of several bidirectional LSTMs while BERT is built on top of
Transformers (no recurrence architecture and easier to parallelize).

* BERT is pre-trained while BiDAF is only built on top of GloVe (and all the remaining
parameters need to be learned from the supervision datasets).

Pre-training is clearly a game changer but it is expensive..
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Is reading comprehension solved?

Al systems are beating humans
inreading comprehension

By Associated Press January 24,2018 | 2:25pm

Artificial Intelligence Jan 15,2018
Al Beats Humans at Reading Comprehension,
but It Still Doesn’t Truly Comprehend Language

Al Beat Humans at Reading! Maybe Not

Microsoft and Alibaba claimed software could read like a human. There's more to the story than that.

40




Is reading comprehension solved?

* We have already surpassed human Article: Super Bowl 50
Paragraph: “Peyton Manning became the first quarter-
i back ever to lead two different teams to multiple Super
pe rfo rmance on SQUAD ) DoeS It Bowls. He is also the oldest quarterback ever to play
i i i in a Super Bowl at age 39. The past record was held
mean that read I ng com pre henSIOn 15 by John Elway, who led the Broncos to victory in Super
a I rea d Y SO IVe d ? Bowl XXXIII at age 38 and is currently Denver’s Execu-

tive Vice President of Football Operations and General
Manager. Quarterback Jeff Dean had jersey number 37
in Champ Bowl XXXIV.”

Question: “What is the name of the quarterback who

* The current systems still perform was 38 in Super Bowl XXXIII?”
. Original Prediction: John Elway
poorly on adversarial examples or Prediction under adversary: Jeff Dean

examples from out-of-domain
distributions (Jia and Liang, 2017)

Evaluated on
SQuAD TriviaQA NQ QuAC NewsQA

. - SQuAD 75.6 46.7 48.7 20.2 41.1

e Systems trained on one dataset S TriviaQA 498 587 421 204 105
can’t generalize to other datasets g NQ 535 463 735 216 247

: £ QuAC 39.4 33.1 338 333 13.8

(Sen and Saffarl’ 2020) 8 NewsQA 52.1 38.4 417 204 60.1

41



https://arxiv.org/abs/1707.07328
https://arxiv.org/abs/2004.03490

Is reading comprehension solved?
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BERT model trained on SQUAD Failure rate
_ _ “ C: Both Luke and Abigail were w‘{iters, but there was a change in Abigail, who is now a model.
§ MMET: changeamone personignly 415 Q: Who is a model? A: Abigail §:: Abigail were writers, but there was a change in Abigail
e,
g : C: Logan became a farmer before Danielle did.
Q o -
& MFT: Understanding before/after, last/first 82.9 Q: Who became a farmer last? A: Daiiellé :5: Logan
o MFT: Context has negation 67.5 C: Aaron is not a writer. Rebecca is. Q: Who is a writer? A: Rebecca : Aaron
[P)
4 MFT: Q has negation, C does not 1000 C: Aaron is an editor. Mark is an actor. Q: Who is not an actor? A: Aaron & Mark
s . ! : C: Melissa and Antonio are friends. He is a journalist, and she is an adviser.
el el L R L LU Q: Who is a journalist? A: Antonio f.w Melissa
(T
2 ; : C: Victoria and Alex are friends. Her mom is an agent
o) 3
S MFT: Simple coreference, his/her. 100.0 Q: Whose mom is an agent? A: Victoria 'g Al
; C: Kimberly and Jennifer are frlends The former is a teacher
MET Tormenafter 100.0 Q: Who is a teacher? A: Kimberly w Jennifer
_y MFT: subject/object distinction 60.8  C: Richard bothers Elizabeth. Q: Who is bothered? A: Elizabeth 7#: Richard
& wRgseEa & % A
»2 MFT: subj/obj distinction with 3 agents 95.7 C: Jose hates Lisa. Kevin is hated by Lisa. Q: Who hates Kevin? A: Lisa .% Jose

(Ribeiro et al., 2020): Beyond Accuracy: Behavioral Testing of NLP Models with CheckList




3. Open-domain question answering

« Different from reading comprehension, we don’t assume a given passage.

* Instead, we only have access to a large collection of documents (e.g., Wikipedia). We
don’t know where the answer is located, and the goal is to return the answer for any
open-domain questions.

 Much more challenging and a more practical problem!

Question (Q) *

Answer (A)
9
o

Y

WIKIPEDIA

The Free Encyclopedia
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Retriever-Reader framework

How many of Warsaw's inhabitants
spoke Polish in 19337

Document Document
Retriever Reader

WIKIPEDIA

O ik,

https://github.com/facebookresearch/DrQA

Chen et al., 2017. Reading Wikipedia to Answer Open-domain Questions
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Retriever-Reader framework

Input: a large collection of documents D = D4, D5, ..., Dy and Q

Output: an answer string A

e Retriever: f(D,Q) — Py, ..., Pg K is pre-defined (e.g., 100)
e Reader: g(Q, {Pl: cee ) PK}) — A A reading comprehension problem!
In DrQA,

e Retriever = A standard TF-IDF information-retrieval sparse model (a fixed module)
e Reader = a neural reading comprehension model that we just learned

e Trained on SQUAD and other distantly-supervised QA datasets
Distantly-supervised examples: (Q, A) — (P, Q, A)

Chen et al., 2017. Reading Wikipedia to Answer Open-domain Questions
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We can train the retriever! Joint training of retriever and reader

MLP I i2)
Sretr(0,q) | BERT5(0) BERT(g,0) Sead(0, “The term”, g) |
Z,
2,

[CcLS]...The term ‘ZIP’ T [CLS] What does the
opK| 7

zip in zip code stand for? | &

o]

is an acronym for Zone \
Improvement Plan... [ SEP] [SEP]...The term ‘ZIP’
is an acronym for Zone

Sread (0, “Zone Improvement Plan”, q) ‘

Sretr(1,q) | BERT (1) Improvement Plan... [ SEP] Sread (0, ..., q)
BERT((q) [CLS]...group of ze-
bras are referred to as a
[CLS]What does the zip in herd or dazzle...[SEP]
zip code stand for? [SEP ] BERTx(q,2) MP S ead (2, “ZIPs”, q) ‘

[CLS] What does the

[CLS]...ZIPs for other Top K| 7P in zip code stand for? | &
operating systems may [SEP]...ZIPs for other
be preceded by... [SEP] operating systems may
be preceded by... [ SEP ] Sread (2, s q)

Sread (2, “operating systems”, q) ‘

BERT3(...)

Each text passage can be encoded as a vector using BERT and the retriever score can be measured as the
dot product between the question representation and passage representation.
However, it is not easy to model as there are a huge number of passages (e.g., 21M in English Wikipedia)

Lee et al., 2019. Latent Retrieval for Weakly Supervised Open Domain Question Answering




We can train the retriever! REALM: retrieval-augmented LM

(Guu et al., 2020)

-~ Answer —--*--------ooo- .
E [MASK] = pyramidion (y)

___________________________

E The [MASK] at the top of the pyramid (z) E é
l ! REALM augments language model
Textual . I .. .
knowledge retrieve Neural Knowledge Retriever ~ pg(z|$)] o pre .trammg with a neural knowledge
corpus (Z) l S retriever that retrieves knowledge
-
- Retrieved documentY----------------——-- Y from a textual knowledge corpus
. The pyramidion on top allows for less E gl (e.g,, all of Wlklpedla)
' material higher up the pyramid. (z) : g |
_________________________________________ 1 Q‘i
9 L t l § : Signal from the language modeling
- Query and document —~--------ooooooooo - - : ) )
I: [CLS] The [MASK] at the top of the pyramid E i I ObJECtIVE baCkprOpagates all the way
. [SEP] The pyramidion on top allows for less | qg) l through the retriever, which must
: ial high th id. (z, ; : - :
| material higher up the pyramid. (v,2) | S : consider millions of documents in Z—
I - .
l —g i a significant computational challenge
[Knowledge—Augmented Encoder ~ py(y|z, z)] 3
|
|
|
|

4/



https://proceedings.mlr.press/v119/guu20a/guu20a.pdf

We can train the retriever! REALM: retrieval-augmented LM

- Unlabeled text, from pre-training corpus (') -,
E The [MASK] at the top of the pyramid (z) E

_____________________________________________ ! Knowledge
|
Textual | . .. . l I augmented
knowledge - - --- Neural Knowledge Retriever ~ po(z|x)j o | encoder
corpus (Z) S
l 5
- Retrieved document®--------------------- ep !
. The pyramidion on top allows for less . gl
' material higher up the pyramid. (z) g |
""""""""""" A Z
- Query and document -~ t----ocoooo oo A Eﬁ ! y | L p Yy | 2y x (Z | '/I;)
I: [CLS] The [MASK] at the top of the pyramid E — I 2EZ A
i [SEP] The pyramidion on top allows for less , a
material higher up the pyramid. (x,z) E g |
_______________________________________________ | f i
=R
[Knowledge—Augmented Encoder ~ p¢(y|:1:,z)j gy
: Neural
- Answer —- oo ! knowledge
: o ! I .
(Guu et al., 2020)  [MASK] = pyramidion (y) , : retriever

___________________________



https://proceedings.mlr.press/v119/guu20a/guu20a.pdf

We can train the retriever! REALM: retrieval-augmented LM

Ja Knowledge
P(y | Z s CU) — H p(yj | 2, :Ij) augmented
j=1 encoder
z€Z A
_ exp f(z,2)
p(Z | x) — Zz/ eXp f(CU, Z,) )
f(x7 Z) = Embedinput(x)TEmbeddoc(Z) Neural

knowledge
I (Guu et al., 2020) retriever



https://proceedings.mlr.press/v119/guu20a/guu20a.pdf

We can train the retriever! REALM: retrieval-augmented LM

- Unlabeled text, from pre-training corpus (') -,
E The [MASK] at the top of the pyramid (z) E

over all docs.

* Approximate this by summing over top k
docs with highest prob under p(z|x) --- via
Maximum inner product search (MIPS)

77 Answer —--Fooooooooooos :
(Guu et al., 2020) ' [MASK] = pyramidion (y) :

___________________________

_____________________________________________ ! Knowledge
|
Textual | . l I augme nted
knowledge - - --- Neural Knowledge Retriever ~ pg(z|x)] o encoder
corpus (Z) =
l £
- Retrieved document®--------------------- op !
. The pyramidion on top allows for less . gl
' material higher up the pyramid. (z) g |
__________________________________________ Q‘ i
l <! Z
)
- Query and document - t------cccmomo - B ! y | £ p | Zy 33 (Z | 33)
I: [CLS] The [MASK] at the top of the pyramid E — I 2EZ

E [SEP] The pyramidion on top allows for less , a
material higher up the pyramid. (a:,z) q,‘) |
________________________________________________ o -

l g ! * Key computational challenge is that the

= . e :

[Knowledg&Augmented Encoder ~ p¢(ylw,Z)j & marginal probability involves a summation

|
|
|
|



https://proceedings.mlr.press/v119/guu20a/guu20a.pdf

We can train the retriever! REALM: retrieval-augmented LM

NQ WwWQ CT

Name Architectures Pre-training (79k/4k) (3k/2k) (1k /1K) # params
BERT-Baseline (Lee et al., 2019) Sparse Retr.+Transformer BERT 26.5 17.7 21.3 110m
TS5 (base) (Roberts et al., 2020) Transformer Seq2Seq TS5 (Multitask) 27.0 29.1 - 223m
TS (large) (Roberts et al., 2020) Transformer Seq2Seq TS5 (Multitask) 29.8 32.2 - 738m
T5 (11b) (Roberts et al., 2020) Transformer Seq2Seq TS5 (Multitask) 34.5 37.4 - 11318m
DrQA (Chen et al., 2017) Sparse Retr.+-DocReader N/A - 20.7 25.7 34m
HardEM (Min et al., 2019a) Sparse Retr.+Transformer BERT 28.1 - - 110m
GraphRetriever (Min et al., 2019b) GraphRetriever+Transformer BERT 31.8 31.6 - 110m
PathRetriever (Asai et al., 2019) PathRetriever+Transformer MLM 32.6 - - 110m
ORQA (Lee et al., 2019) Dense Retr.4+Transformer ICT+BERT 333 36.4 30.1 330m
ORQA (more fine-tune epochs) Dense Retr.4+Transformer ICT+BERT 34.8 354 28.7 330m
Ours (X = Wikipedia, Z = Wikipedia) Dense Retr.+Transformer REALM 39.2 40.2 46.8 330m
Ours (X = CC-News, Z = Wikipedia) Dense Retr.4+Transformer REALM 40.4 40.7 42.9 330m

Test results on Open-QA benchmarks: NaturalQuestions, WebQuestions, CuratedTrec dataset

(Guu et al., 2020)



https://proceedings.mlr.press/v119/guu20a/guu20a.pdf

We can train the retriever

* Dense passage retrieval (DPR)

 We can also just train the retriever using question-answer pairs!

1k Q/A pairs beat BM25!

Question g Passage p .
BERT BERT p g
=
l l o 701
[O0000000] [O0O000000] S
© 60 BM25
l l % —— # Train: 1k
3 —— # Train: 10k
hq hp '9 501 —»— # Train: 20k
—— # Train: 40k
—w— # Train: all (59k)
. T 40 v T : , .
sim(q,p) = h, h, 20 40 60 80 100

k: # of retrieved passages

* Trainable retriever (using BERT) largely outperforms traditional IR retrieval models

Karpukhin et al., 2020. Dense Passage Retrieval for Open-Domain Question Answering




Deep retrieval + generative models

 Recent work shows that it is beneficial to generate answers instead of to
extract answers.

[ Question + Passage 1 ] | encoder > [[l]]

[ Question + Passage 2 ] | encoder > [[l:l]:l [[l]]]]]]][[[l | decoder > [ Answer ]

[ Question + Passage N ] I encoder > [[[l

Model NaturalQuestions  TriviaQA
Fusion-in-decoder (FID)=DPR+T5

ORQA (Lee et al., 2019) 31.3 45.1 -

T 4 ) REALM (Guu et al., 2020) 38.2 - -

Turing born? DPR (Karpukhin et al., 2020) 41.5 57.9 -

) _ Senerative | SpanSeqGen (Min et al., 2020) 42.5 - -
s e RAG (Lewis et al., 2020) 44.5 56.1 68.0
Man Turing N\ J T5 (Roberts et al., 2020) 36.6 - 605
computer v GPT-3 few shot (BI'OWH et al., 2020) 29.9 = 71.2
Born in Naids [ Maida Vale, J Fusion-in-Decoder (base) 48.2 650 77.1
Yate, London- Fondon Fusion-in-Decoder (large) 514 67.6 80.1

Izacard and Grave 2020. Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering
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LLMs can do open-domain QA well

* ... without an explicit retriever stage

NQ WQ TQA

[President Franklin <M> born <M> January 1882. dev test
Do Roocevell Was s 1“] Chen et al. (2017) - 207 - -
Lily couldn't <M>. The waitress Lee et al. (2019) 333 364 47.1 -
had brought the largest <M> of believe her eyes <M> Min et al. (2019a) 28.1 - 50.9 -
chocolate cake <M> seen. piece <M> she had ever Min et al. (2019b) 31.8 316 554 -
Asai et al. (2019) 32.6 - - -
Our <M> hand-picked and sun-dried peaches are <M at our Ling et al. (2020) - - 357 -
<M> orchard in Georgia. Guu et al. (2020) 404  40.7 - -
e Févry et al. (2020) - —~ 432 534
o resident Franklin D. . _
Pre-trammg himagl A Karpukhin et al. (2020) 41.5 424 57.9
=~ == SR R A R SR AT S —~ — = = = = = = = = = T5-Base 259 279 238 29.1
Fine-tuning T5-Large 28.5 306 287 359
T5-3B 304 336 35.1 434
When was Franklin D. T 5 T5-11B 326 372 423 50.1
Mok i T5-11B + SSM 348 408 510 60.5
T5.1.1-Base 257 282 242 30.6
T5.1.1-Large 273 295 285 372
T5.1.1-XL 205 324 36.0 45.1
T5.1.1-XXL 328 356 429 525

T5.1.1-XXL + SSM 352 428 519 61.6

Roberts et al., 2020. How Much Knowledge Can You Pack Into the Parameters of a Language Model?
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Maybe the reader model is not necessary too!

e |tis possible to encode all the phrases (60 billion phrases in Wikipedia) using dense
vectors and only do nearest neighbor search without a BERT model at inference time!

Phrase Indexing

“Barack Obama (1961-present)
was the 44t President of the
United States.”

u Who is the 44t

Barack Obama ... — - —_———— - —&@+— President of the
?
.. (1961-present ... [——@ — = < _ Inearest L
~ < neighbor
... 44" President .. —@ \\search
... United States. —® PR it —®- When was
Obama born?
Phrase Question
encoding noading

Seo et al., 2019. Real-Time Open-Domain Question Answering with Dense-Sparse Phrase Index
Lee et al., 2020. Learning Dense Representations of Phrases at Scale



https://arxiv.org/pdf/2012.12624.pdf

LLM based QA (with web search!)

T ( )U Where does Christopher D. Manning teach? X Q =@

Q@ All ® Chat > Images © Videos B News i) Maps :: More

Where does Christopher D. Manning teach?

Christopher D. Manning is a professor of computer science and linguistics at
Stanford University [1][2]. He is also the Director of the Stanford Artificial
Intelligence Laboratory [1], and has been teaching at Stanford since 1994.

1. Christopher Manning's Profile | Stanford Profiles
https://profiles.stanford.edu/chris-manning

2. Introduction to Information Retrieval: Manning, Christopher D ...
https://www.amazon.com/Introduction-Information-Retrieval-Christopher-Manning/dp/0521865719

h & P
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Problem with LLM based QA

Y( \ l ’ What is the most cited paper by Christopher D. Manning? e =$

Q All ® Chat ™= Images © Videos IB News ) Maps :: More

* Seems totally
reasonable!

What is the most cited paper by Christopher D. Manning?

e But(1)it’s not his
. The most cited paper by Christopher D. Manning is "Effective Approaches to
most CItEd paper, al Attention-Based Neural Machine Translation", which was co-authored by Minh-
(2) it doesn’t have Thang Luong [1], Hieu Pham, and Christopher D. Manning. This paper has been
cited over 18,400 times and is one of the most influential papers in the field of
Natural Language Processing.

that many citations.
Yikes! Also the

reference to a web
page doesn’t help. UG

1. Effective Approaches to Attention-based Neural Machine Translation
https://arxiv.org/abs/1508.04025

Ask me anything...
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LLMs cannot memorize everything

* LLMs store an impressive amount of information in their parameters
e But LMs can’t memorize everything
* The world changes over time
* You might want it to use private documents that aren’t on the web

e Also, black-box LLMs are opaque

e Given a query, it produces an answer, but it’s difficult to verify if the answer is correct

_ What protects the Black-Box Language Model = gastric acid
digestive system against (e.g., T5/GPT-3) and proteases

infection?

.




Using retrieval to overcome LLMs’ shortcomings

* Instead of asking the LLM to memorize everything, can we provide the LLM with
relevant and useful content just-in-time?

e Retrieval is a common mechanism for identifying such relevant information.
* Dynamic: it’s easy to update / add documents to your retrieval system

* Interpretable: LM can generate pointers to retrieved documents that support
human verification of its generations (citations)

e — e ——

— In the stomach, gastric acid
What protects the . and proteases serve as - :
digestive system against =4 Retriever g=> powerful chemical defenses 2 LEELE S = g:?'::tlgaas(:: [Ti'd

infection? against ingested pathogens.

\ ; i J
’ - [1] Wikipedia - Immune system ‘

Text Collection
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4: Retrieval Augmented Generation (RAG)

e Retrieval Augmented Generation (RAG) is very powerful!

End-to-End Backprop through q and pg tﬂe t;rmpanic ?a‘lfity afzd)
Question Answering: the three ossicles. y
uestion Que . . e
Question Query Query Retriever pn Document Generator pe\ %es?’:lg:lé\::;zggg.
Encoder (Non-Parametric) Index (Parametric)
Barack Obama was d(z) S S s
born in Hawaii. (x) Q(x) . PP y
Fact Verification: Fact Query SV - T3k Margin- faaé:te lVgggg?:gg;‘
yEEE 0 7| alize
The Divine 1 .
. Z1 | This 14th century work
Comodly. (=) ~— [~ is divided into 3
Jeopardy Question St sections: "Inferno",
Generation: "Purgatorio" &
Answer Query S "Paradiso” (y)
f ) Question Generation

[Piktus+ 2021]
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https://arxiv.org/pdf/2005.11401.pdf

4: Retrieval Augmented Generation (RAG)

63

State of the art for open-domain QA

* Combine strengths of Open (non-
parametric) and Closed-book (parametric)

More specific, diverse, and factual
generation than seq2seq (e.g., BART)

Model NQ TQA wWQ CT
Closed T5-11B [52] 34.5 - /50.1 374 -
Book T15-11B+SSM[52] 36.6 - 160.5 44.7 -
Open REALM [20] 404 -/ -  40.7 46.8
Book DPR [26] 415 579/ - 41.1 50.6

RAG-Token 44.1 55.2/66.1 45.5 50.0

RAG-Seq. 44.5 56.8/68.0 45.2 52.2

[Piktus+ 2021]




4: Retrieval Augmented Generation (RAG)

How well does RAG work, anyway? Is it more factual?

End-to-End Backprop through q and pg 226 z;rmpanic ?a‘lfity afzd)
Question Answering: e three ossicles. y
Question Que . . e
e Query Retriever p,, Document Generator p9\ CUeSnAnag
EICO0N (Non-Parametric) e (Parametric)
Barack Obama was d(z) S S s
born in Hawaii. (x) Q(x) . PP y
Fact Verification: Fact Query SV - T3k Margin- faaé:te lVgggg?:gg;‘
yEEN 2] alize
The Divine E z .
1 This 14th century work
Comedy (x) ~ ~ is divided into 3
Jeopardy Question e sections: "Inferno",
Generation: "Purgatorio" &
Answer Query S "Paradiso” (y)
f ) Question Generation
[Piktus+ 2021]
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Problem #1: how many documents can use?

 The retriever is key: if we have to use only 1 document, then we have to get that right.
 Why not get lots of documents and pass it to the LM?

— Input Context

Write a high-quality answer for the given question
using only the provided search results (some of
which might be irrelevant).

Document [1l] (Title: List of Nobel laureates in
Physics)

Document [2] (Title: Asian Americans in science and
technology)

Document [3] (Title: Scientist)

Question: who got the first nobel prize in physics
Answer:

-Desired Answer
Wilhelm Conrad Rontgen
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LLM’s can’t pay attention to the entire context

 The long-context problem bites you — LLMs do not pay attention to its context well!
e Setup: 1 relevant document, all others irrelevant

________________________________________________________________________________________________________________________________________________________________________________

75 75 75
h
70 70 70 \
> > > . <)
© 65 © 65 © 65 \
3 3 3 \ /
S 60 S 60 S 60 \ /
< —— = < < AT
55 55 55 _ _ &
]
=0~ g~ -
— ~ = —-.’_ =
50 50 50 G~zo-— =
1st 5th 10th 1st 5th 10th 15th 20th 1st 5th 10th 15th 20th 25th 30th
Position of Document with the Answer Position of Document with the Answer Position of Document with the Answer
- claude-1.3 @ claude-1.3-100k  =@= gpt-3.5-turbo-0613 =@ gpt-3.5-turbo-16k-0613 - mpt-30b-instruct =@ longchat-13b-16k

Best Closed-Book performance: GPT-3.5-Turbo, ~56%
Best Oracle (only feed in relevant doc) performance: GPT-3.5-Turbo, ¥88.5% [Liu+ 2023]
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https://arxiv.org/pdf/2307.03172.pdf

In practice: LLMs can’t use many documents

90
: 80
* Retriever performance (yellow)
rises slowly to 90% recall £ 50
[
=
« RAG performance (other lines) 60 Py SIS Ky ey
saturate very quickly — after 10- A
50 |
20 documents.
5 10 20 30 40 50
Number of Retrieved Docs
-®- claude-1.3 . mpt-30b-instruct
@ claude-1.3-100k == longchat-13b-16k
~®- gpt-3.5-turbo-0613 contriever recall

=@-= gpt-3.5-turbo-16k-0613
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Problem #2: useful and usable citations

* A unique benefit of RAG: citing your sources

Q. Create an itinerary for exploring Toronto over a span of two days. Q0 0o

(L) b5 9

Toronto is a vibrant and diverse city with many attractions
and activities to suit different tastes and preferences. Here
are some suggestions for creating an itinerary for exploring
Toronto over two days:

« Day 1: Start your day with a visit to the CN Tower, the
iconic landmark that offers panoramic views of the city
and beyond ' . You can also experience the thrill of
walking on the glass floor or the EdgeWalk, the world’s

highest hands-free walk g Next, head to the nearby St.
Lawrence Market, one of the worl
markets, where you can sample a variety of cuisines an

local specialties * . After lunch, take a stroll along Queen
West, a trendy neighborhood with eclectic shops,
galleries, cafes and street art * . In the evening, enjoy a
show at one of the many theaters or comedy clubs in the
Entertainment District, or catch a game at the
Scotiabank Arena if you're a sports fan.

» Day 2: Explore the history and culture of Toronto at the
Royal Ontario Museum, one of the largest and most
comprehensive museums in North America, featuring
exhibits on art, natural history, world cultures and more

* . Then, hop on a ferry to the Toronto Islands, a group
of\slands that offer a relaxing escape from the city, with

Learn more:

1.cntowerca 2. travel.usnews.com 3. bing.com

4.rom.on.ca 5. tripadvisor.com




‘ @ What are the latest discoveries from the James Webb
2% Space Telescope?

How accurate are these citations?

The James Webb Space Telescope is designed to peer
into the dusty clouds of gas where stars and planetary
systems are born. Webb has captured the first direct
image of an exoplanet, and the Pillars of Creation in the
Eagle Nebula[1][2]. Additionally, the telescope will be
used to study the next interstellar interloper(3].

e Th ese citations t h emse |Ves are (*Some generated statements may not be fully supported by
citations, while others are fully supported.)
generated by LLMs

Cited Webpages

[1]: @ nasa.gov (X citation does not support its associated statement)
NASA's Webb Confirms Its First Exoplanet

° SO th e C|tat| ons cou |d a |SO be ... Researchers confirmed an exoplanet, a planet that orbits another
star, using NASA's James Webb Space Telescope for the first time. ...
hallucinated .. How often does
[2]: mcnn.com (/1. citation partially supports its associated statement)
that ha ppen’? Pillars of Creation: James Webb Space Telescope ...
... The Pillars of Creation, in the Eagle Nebula, is a star-forming region

captured in a new image (right) by the James Webb Space Telescope
that reveals more detail than a 2014 image (left) by Hubble ...

[3]: @ nasa.gov ([citation fully supports its associated statement)
Studying the Next Interstellar Interloper with Webb
...Scientists have had only limited ability to study these objects once
discovered, but all of that is about to change with NASA's James
Webb Space Telescope...The team will use Webb's spectroscopic
capabilities in both the near-infrared and mid-infrared bands to study
two different aspects of the interstellar object.
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Existing systems have high fluency, but low correctness for citationsI

e Qutputs are easy to read / appear useful to rater (1-5 scale)

Perceived Utility (1) Fluency (T)

Average Over Average Over

All Queries All Queries

Bing Chat 4.34 Bing Chat 4.40
NeevaAl 4.48 NeevaAl 4.43
perplexity.ai 4.56  perplexity.ai 4.51
YouChat 4.62 YouChat 4.59
Average 4.50 Average 4.48

[Liu+ 2023]




Existing systems have high fluency, but low correctness for citationsI

e But precision and recall are both low ...

Citation Precision (%; 7) Citation Recall (%; T)

Average Over Average Over

All Queries All Queries

Bing Chat 9.5  Bing Chat 58.7
NeevaAl 720  NeevaAl 67.6
perplexity.ai 727  perplexity.ai 68.7
YouChat 63.6  YouChat 11.1
Average 74.5  Average 51.5




Overview

1. What is question answering?

2. Reading comprehension
v" How to answer questions over a single passage of text

3. Open-domain (textual) question answering
v" How to answer questions over a large collection of documents

4. Retrieval-augmented generation for question answering




