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Lecture Plan

Lecture 14: Reasoning and Agents

1. Reasoning in Language Models [35 mins]
2. Mini-break [5 mins]

3. Language Model Agents [40 mins]

* Announcements
* Project Milestone due on Wed May 22" at 4:30 pm
* Your Project Mentors have already reached out to you (If not, let us know via Ed!)

* Guest lectures on May 215t and May 28t : Students get 0.75% per guest lecture for
attending live or writing a reaction paragraph (More details will be on Ed)

Disclaimer: Content for today is an active area of research and still emerging.




Reasoning
(with Large Language Models)




What is Reasoning?

Using facts and logic to arrive at an answer
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What is Reasoning?
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Deductive Reasoning: Use logic to go from premise to firm conclusion

Premise: All mammals have kidneys
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Using facts and logic to arrive at an answer

Deductive Reasoning: Use logic to go from premise to firm conclusion

Premise: All mammals have kidneys
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What is Reasoning?

Using facts and logic to arrive at an answer

Deductive Reasoning: Use logic to go from premise to firm conclusion

Premise: All mammals have kidneys
Premise: All whales are mammals
Conclusion: All whales have kidneys

Inductive Reasoning: From observation, predict a likely conclusion

Observation: When we see a creature with wings, it 1s usually a bird
Observation: We see a creature with wings.
Conclusion: The creature is likely to be a bird

Abductive Reasoning: From observation, predict the most likely explanation

Observation: The car cannot start and there is a puddle of liquid under the engine.
Likely Explanation: The car has a leak in the radiator

7 Slide credit: Graham Neubig (11-711 ANLP)




Reasoning: Formal vs Informal

Formal Reasoning: Follows formal rules of logic along with axiomatic knowledge to
derive conclusions.

Informal Reasoning: Uses intuition, experience, common sense to arrive at answers.

For most of this lecture, by “reasoning” we mean informal deductive reasoning,
often involving multiple steps

Slide credit: Graham Neubig (11-711 ANLP)




Reasoning in Large Language Models

Large Language models are REALLY GOOD at predicting plausible continuations of
text (Lecture-9), that respect constraints in the input (Lecture 10,11), and align well

with human preferences (Lecture-10, 11).

Question: Can current LLMs reason?




Reasoning in Large Language Models: prompting

Chain-of-thought prompting:

10

Standard Prompting

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

J

A: The answer is 27. x

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

—

A:

answer is 9. s/

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted.

Source: Wei et al. 2023



https://arxiv.org/pdf/2201.11903

Reasoning in Large Language Models: prompting

Zero-shot CoT prompting:

11

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of teQ

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

- /

(c) Zero-shot

6: A juggler can juggle 16 balls. Half of the balls are golf balla
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of teﬁ
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The juggler can juggle 16 balls. Half of the balls are golf

L J

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
We. So there are 8/ 2 = 4 blue golf balls. The answer is 4. //

(d) Zero-shot-CoT (Ours)

ﬁ): A juggler can juggle 16 balls. Half of the balls are golf ballsx
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls

Qre blue. That means that there are 4 blue golf balls. v/ /

Source: Kojima et al. 2023



https://arxiv.org/pdf/2205.11916

Reasoning in Large Language Models: prompting

CoT with "Self-consistency”: Replace greedy decoding with an ensemble of samples...
Main idea: correct reasoning processes have greater agreement than incorrect processes.

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

Chain-of-thought

Language
prompting

model The answer is $14. ]

Self-consistency

Sample a diverse set of
reasoning paths

Marginalize out reasoning paths

to aggregate final answers

7/
g wew  we e e men e S— I
~
Q: If there are 3 cars in the parking She has 16 - 3 - 4 = 9 eggs ! \
lot and 2 more cars arrive, how many left. So she makes $2*9 = | The answer is $18.
cars are in the parking lot? $18 per day. I ) \
A: There are 3 cars in the parking lot i N \
already. 2 more arrive. Now there are This means she she sells the \
3+ 2="5cars. The answer is 5. remainder for $2 * (16 - 4 - 3)| The answer is $26. V
. = $26 per day.
Q: Janet’s ducks lay 16 eggs per day. Langquage $ -
She eats three for breakfast every mg d elg ! <4 The answer is $18.
morning and bakes muffins for her She eats 3 for breakfast, so | A
friends every day with four. She sells she has 16 - 3 = 13 left. Then |
the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.
much does she make every day? has 13 - 4 = 9 eggs left. So |
shehas9eggs * $2=$18. |

Q;

12

Source: Wang et al. 2023



https://arxiv.org/abs/2203.11171

Reasoning in Large Language Models: prompting

Method AddSub  MultiArith ASDiv AQuA SVAMP GSMS8K
Previous SoTA  94.9° 60.5¢ 75.3° 37.9¢ 57.4¢ 35¢ /559
ULaoop  CoT-prompting 18.2 10.7 16.9 23.6 12.6 4.1
Self-consistency 24.8 (+6.6) 15.0 +43) 21.5 (+4.6) 26.9 (+33) 19.4 (+68) 7.3 (+32) Out-performs regular CoT on
LaMDA-137B CoT-prompting 52.9 51.8 49.0 17.7 38.9 17.1 a variety of benchmarks
Self-consistency 63.5 (+10.6) 75.7 (+23.9) 58.2 (+9.2) 26.8 (+9.1) 53.3 (+14.4) 27.7 (+10.6)
PaLM-540B CoT-prompting 91.9 94.7 74.0 35.8 79.0 56.5

Self-consistency 93.7 (+1.8) 99.3 (+4.6) 81.9 +7.9) 48.3 (+125) 86.6 (+7.6) 74.4 (+17.9)

13 Source: Wang et al. 2023
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Reasoning in Large Language Models: prompting

Method AddSub  MultiArith ASDiv ~ AQuA SVAMP  GSMSK
Previous SoTA  94.9° 60.5° 75.3° 37.9¢ 57.4¢ 35¢ /559
UL2-20B CoT-prompting 18.2 10.7 16.9 23.6 12.6 4.1
Self-consistency 24.8 (+6.6) 15.0 +4.3) 21.5 (+4.6) 26.9 (+33) 19.4 (+6.8) 7.3 (+3.2) Out-performs regular CoT on
LaMDA-137B CoT-prompting 52.9 51.8 49.0 17.7 38.9 17.1 a variety of benchmarks
Self-consistency 63.5 (+10.6) 75.7 (+23.9) 58.2 (+9.2) 26.8 (+9.1) 53.3 (+14.4) 27.7 (+10.6)
Pal M-540B CoT-prompting 91.9 94.7 74.0 35.8 79.0 56.5
Self-consistency 93.7 (+1.8) 99.3 (+4.6) 81.9 +7.9) 48.3 (+125) 86.6 (+7.6) 74.4 (+17.9)
GSMS8K  MultiArith SVAMP ARC-e ARC-c
CoT (Wei et al., 2022) 17.1 51.8 38.9 75.3 55.1 Self-consistency is doing more
Ensemble (3 sets of prompts) 186 £05 57.14+07 421406 76.6+01 57.0+02

Ensemble (40 prompt permutations) 192 +01 609 +02 427 +01 769+01 57.0+0.1 than simple ensembling

Self-Consistency (40 sampled paths) 27.7+0.2 75.7 +03 533+02 793+03 59.8+02

14 Source: Wang et al. 2023



https://arxiv.org/abs/2203.11171

Reasoning in Large Language Models: prompting
Problem decomposition with Least-to-Most prompting

Stage 1: Decompose Question into Subquestions

A: To solve “How many times
can she slide before it
closes?”, we need to first
solve: “How long does each
trip take?”

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

Language
Model

15 Source: Zhou et al. 2023



https://arxiv.org/pdf/2205.10625

Reasoning in Large Language Models: prompting
Problem decomposition with Least-to-Most prompting

16

Stage 1: Decompose Question into Subquestions

Q: It takes Amy 4 minutes to climb to the top

of a slide. It takes her 1 minute to slide down.

The water slide closes in 15 minutes. How
many times can she slide before it closes?

Stage 2: Sequentially Solve Subquestions

It takes Amy 4 minutes to climb to the top of a
slide. It takes her 1 minute to slide down. The

slide closes in 15 minutes.

Subquestion 1 Q: How long does each trip take?

It takes Amy 4 minutes to climb to the top of
a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

— Q: How long does each trip take?
:ffﬁ:r t?;o . _| A:lttakes Amy 4 minutes to climb and 1
Subquestion 1 minute to slide down. 4 + 1 = 5. So each trip
takes 5 minutes.

Subquestion2 —t Q: How many times can she slide before it

@ses?

A: To solve “How many times
can she slide before it
closes?”, we need to first
solve: “How long does each
trip take?”

Language
Model

A: It takes Amy 4 minutes to
climb and 1 minute to slide
down. 4 + 1 = 5. So each trip
takes 5 minutes.

Language
Model

A: The water slide closes in
15 minutes. Each trip takes 5
minutes. So Amy can slide
15 + 5 = 3 times before it
closes.

Language
Model

Source: Zhou et al. 2023



https://arxiv.org/pdf/2205.10625

Reasoning in Large Language Models: prompting
Least-to-Most prompting for Math reasoning

17

Q: Elsa has 5 apples. Anna has 2 more apples than Elsa. How many apples do they have together?
A: Anna has 2 more apples than Elsa, so Anna has 2 + 5 =7 apples. Elsa and Anna have 5 + 7 =12
apples together. The answer is 12.

Q: Elsa has 5 apples. Anna has 2 more apples than Elsa. How many apples do they have together?
A: Let’s break down this problem: 1. How many apples does Anna have? 2. How many apples do
Elsa and Anna have together?

1. Anna has 2 more apples than Elsa. So Anna has 2 + 5 =7 apples.

2. Elsa and Anna have 5 + 7 = 12 apples together.

Q: {question}
A: Let’s break down this problem:

The answer 1is:

Standard CoT prompting

Least-to-most prompting

Source: Zhou et al. 2023



https://arxiv.org/pdf/2205.10625

Reasoning in Large Language Models: prompting
Least-to-Most prompting for Math reasoning

Accuracy by Steps (GSM8K) | All 2 Steps 3 Steps 4 steps > 5 steps )
Least-to-Most 6239 7453 6891 5973 4523 Generalizes to more #steps
Chain-of-Thought 60.87 76.68 6729 5939  39.07 than in-context example!

18 Source: Zhou et al. 2023
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Reasoning in Large Language Models: prompting
Least-to-Most prompting for Math reasoning

Accuracy by Steps (GSM8K) | All 2 Steps 3 Steps 4 steps > 5 steps )
Least-to-Most 6239 7453 6891 5973 4523 Generalizes to more #steps

Chain-of-Thought 60.87 176.68 6729 5939  39.07 than in-context example!
Prompting method Accuracy
Zero-Shot 16.38
Standard prompting 17.06°
Chain-of-Thought (original) | 61.18 But with enough prompt
Chain-of-Thought (1-shot) 60.88 engineering, CoT =~ Least-to-Most
Least-to-Most (1-shot) 62.39
Chain-of-Thought (best) 68.61°
Least-to-Most (best) 68.01

19 Source: Zhou et al. 2023



https://arxiv.org/pdf/2205.10625

Reasoning in Large Language Models via distillation

So far, we’ve only looked at prompting >100B parameter models for reasoning

Can we get reasoning-like behavior with smaller LMs by teaching them to imitate larger
models?

"N\
20



Orca: Instruction-tuning small LMs with CoT Rationales

1. Collect a wide variety of instructions from the FLAN-v2 collection

Mixture Name Sampling Algorithm Original Size Sampled

CoT No Sampling 150K 150K
NIV2 Stratified Sampling 5M 440K
FLAN2021 Stratified Sampling >28.9M 2.5M
TO Stratified Sampling 85.7TM 2M
Dialog Skipped 22.5M 0

Table 3: Construction of our training data with 5 million samples.

21 Source: Mukherijee et al. 2023



https://arxiv.org/abs/2306.02707

Orca: Instruction-tuning small LMs with CoT Rationales

1. Collect a wide variety of instructions from the FLAN-v2 collection.
2. Prompt GPT4 or ChatGPT with these instructions along with a system message

/System Instruction: You are an Al assistant. User will you give you a task. Your
goal is to complete the task as faithfully as you can. While performing the task
think step-by-step and justify your steps.

User Instruction: Use the given data to calculate the median.

Input: [7, 3, 8, 2, 10]
\ /

/Output: To calculate the median, | will follow these steps: \
Step 1: Arrange the data in ascending order [2, 3, 7, 8, 10]

Step 2: Determine if the data set has an odd or even number of values

The data set has 5 values, which is an odd number.

Step 3: Find the middle value

Since the data set has an odd number of values, the median is the middle
Qalue in the ordered list. The middle value in the list [2, 3, 7, 8, 10] is 7. /

22 Source: Mukherijee et al. 2023
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Orca: Instruction-tuning small LMs with CoT Rationales

1. Collect a wide variety of instructions from the FLAN-v2 collection.
2. Prompt GPT4 or ChatGPT with these instructions along with a system message
3. Finetune Llama-13b on outputs generated via ChatGPT + GPT4




Orca: Instruction-tuning small LMs with CoT Rationales

Evaluation: BigBench-hard, a collection of 23 Big-Bench
tasks with a special focus on multi-step reasoning




Orca: Instruction-tuning small LMs with CoT Rationales

Evaluation: BigBench-hard, a collection of 23 Big-Bench tasks with a special focus on multi-step reasoning

Boolean Expressions

Q: True and False and not True and True is

A: Let's think step by step.

Remember that (i) expressions inside brackets are always evaluated first and that (ii) the order of operations from highest priority
to lowest priority is "not”, "and", "or", respectively.

We first simplify this expression "Z" as follows: "Z = True and False and not True and True = A and B" where "A = True and False" and
"B = not True and True".

Let's evaluate A: A = True and False = False.

Let's evaluate B: B = not True and True = not (True and True) = not (True) = False.

Plugging in A and B, we get: Z = A and B = False and False = False. So the answer is False.

25

Source: Suzgun et al. 2022



https://arxiv.org/abs/2210.09261

Orca: Instruction-tuning small LMs with CoT Rationales

Evaluation: BigBench-hard, a collection of 23 Big-Bench tasks with a special focus on multi-step reasoning

Data Understanding

Q: Tomorrow is 11/12/2019. What is the date one year ago from today in MM/DD/YYYY?

Options:

(A) 09/04/2018

(B) 11/11/2018

(C) 08/25/2018

(D) 11/02/2018

(E) 11/04/2018

A: Let's think step by step.

If tomorrow is 11/12/2019, then today is 11/11/2019. The date one year ago from today is 11/11/2018. So the answer is (B).

26 Source: Suzgun et al. 2022



https://arxiv.org/abs/2210.09261

Orca: Instruction-tuning small LMs with CoT Rationales

Evaluation: BigBench-hard, a collection of 23 Big-Bench tasks with a special focus on multi-step reasoning

Geometric Shapes

Q: This SVG path element <path d="M 14.19,26.04 L 51.43,39.21L 58.44,36.69 L 56.63,30.17 L 48.53,26.66 L 14.19,26.04"/> draws a
Options:
(A) circle
(B) heptagon
(C) hexagon
(D) kite
(E) line
(F) octagon
(G) pentagon
(H) rectangle
(1) sector
(J) triangle
A: Let's think step by step.
This SVG path element contains "M" and "L" commands. M takes two parameters (x,y) and moves the current point to the
coordinates (x,y). L takes two parameters (x,y) and draws a line from the previous coordinate to the new coordinate (x.y).
This path can be decomposed into 6 separate commands.
(1) M 14.19,26.04: Move the current point to 14.19,26.04.
(2) L 51.43,39.21: Create a line from 14.19,26.04 to 51.43,39.21.
(3) L 58.44,36.69: Create a line from 51.43,39.21 to 58.44,36.69.
(4) L 56.63,30.17: Create a line from 58.44,36.69 to 56.63,30.17.
(5) L 48.53,26.66: Create a line from 56.63,30.17 to 48.53,26.66.
(6) L 14.19,26.04: Create a line from 48.53,26.66 to 14.19,26.04.
This SVG path starts at point 14.19,26.04, creates five consecutive and touching lines, and then returns back its starting point,
thereby creating a five-sided shape. It does not have any curves or arches. "pentagon” is the only five-sided polygon on the list.
So the answer is (G).
27 Source: Suzgun et al. 2022
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Orca: Instruction-tuning small LMs with CoT Rationales

Task | ChatGPT GPT-4 | Vicuna-13B Orca-13B
Boolean Expressions 82.8 77.6 40.8 72.0 (76.5%)
Causal Judgement 57.2 59.9 42.2 59.9 (41.8%)
Date Understanding 42.8 74.8 10.0 50.0 (400.0%)
Disambiguation QA 57.2 69.2 18.4 63.6 (2457%) ° Outperforms Vicuna-13B
Formal Fallacies 53.6 64.4 47.2 56.0 (18.6%)
Geometric Shapes 25.6 40.8 3.6 20.8 (477.8%)
Hyperbaton 69.2 62.8 44.0 64.0 (45.5%) . Outperforms ChatGPT!
Logical Deduction (5 objects) 38.8 66.8 4.8 39.6 (725.0%)
Logical Deduction (7 objects) 39.6 66.0 1.2 36.0 (2900.0%)
Logical Deduction (3 objects) 60.4 94.0 16.8 57.6 (242.9%) * GPT-4 has potential data
Movie Recommendation 55.4 79.5 43.4 78.3 (80.6%) T .
Navigate 55.6 68.8 46.4 57.6 (24.1%) contamination issues with
Penguins in a Table 45.9 76.7 15.1 42.5 (181.8%) Bigbench-hard
Reasoning about Colored Objects 47.6 84.8 12.0 48.4 (303.3%)
Ruin Names 56.0 89.1 15.7 39.5 (151.2%)
Salient Translation Error Detection 40.8 62.4 2.0 40.8 (1940.0%)
Snarks 59.0 87.6 28.1 62.4 (122.0%)
Sports Understanding 79.6 84.4 48.4 67.2 (38.8%)
Temporal Sequences 35.6 98.0 16.0 72.0 (350.0%)
Tracking Shuffled Objects (5 objects) 18.4 25.2 9.2 15.6 (69.6%)
Tracking Shuffled Objects (7 objects) 15.2 25.2 5.6 14.0 (150.0%)
Tracking Shuffled Objects (3 objects) 31.6 42.4 23.2 34.8 (50.0%)
Web of Lies 56.0 49.6 41.2 51.2 (24.3%)
Average | 48.9 67.4 | 23.3 49.7 (113.7%)

28 Source: Mukherjee et al. 2023
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Reasoning by Finetuning LMs on their own outputs?

ReSTEM alternates between the following two steps:

1. Generate (E-Step): Given reasoning problem, sample multiple solutions from language model. Filter
based on some (problem specific) function [answer correctness for math problems]

2. Improve (M-Step): Update the language model to maximize probability of filtered solutions, using
supervised finetuning

_ Hendrycks MATH _ Transfer to GSM8K
X 0 X 0 |
;40 ) ; [""]
O 0 80
S 3| @ ©
> -]
o 9
< 30 <70
-+ -+
(7] (2]
2 25 &
— [ ] —
© -0 s o ® 60 o ° °
e (R A
© ]
o o
0 1 2 3 0 1 2 3
Num iterations Num iterations

® Palm-2-S ® Palm-2-L Palm-2-L-SFT - Palm-2-S-SFT]

29 Source: Singh et al. 2024



https://arxiv.org/pdf/2312.06585

Reasoning by Finetuning LMs on their own outputs?

ReSTEM alternates between the following two steps:
1. Generate (E-Step): Given reasoning problem, sample multiple solutions from language model. Filter
based on some (problem specific) function [answer correctness for math problems]

2. Improve (M-Step): Update the language model to maximize probability of filtered solutions, using
supervised finetuning

Hendrycks MATH (Test)

SFT (7K) SFT (5K) ReST" (5K) ReSTEM (5K)
Method (Num questions)

o
N

o
o

w
(oo}

w
(o)}

Pass@1 Performance (%)

w
o

30 Source: Singh et al. 2024



https://arxiv.org/pdf/2312.06585

Can Language Models Reason?

The
TechTalks

Science and technology | Generative Al

Large language models’ ability] | Large language models have a

to generate text also lets them reasoning problem
plan and reason

Che New Jork imes
? Microsoft Says New A.I. Shows ?

Signs of Human Reasoning

WIGEDR
Some Glimpse AGI in ChatGPT. Others Call It a Mirage

Let’s look at some more careful evaluation to see if reasoning in LMs is systematic

31 Source: https://aiguide.substack.com/p/can-large-language-models-reason




Can Language Models Reason?
CoT Rationales are often not faithful

3-Step CoTs 4-Step CoTs 3-Step CoTs 4-Step CoTs
100 ] 100
_ e —
8 80 ol __:7/
80 ] i — J :_‘/ 1
g =
S 60" 2 604 T
(@] [7)]
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% of Reasoning Sample Provided % of Reasoning Sample Before Mistake
—— AQuA —}— MMLU —}— ARC (Challenge) —— ARC (Easy) —— AQuA —}— MMLU —}— ARC (Challenge)  —+— ARC (Easy)
TruthfulQA' —— OpenBookQA LogiQA —+— HellaSwag TruthfulQA  —f— OpenBookQA LogiQA —}— HellaSwag
Models do not always need the full rationale to answer Sometimes, models answer correctly even with an incorrect
correctly — rationale may be post-hoc? rationale..

32 Source: Lanham et al. 2023



https://arxiv.org/abs/2307.13702

Can Language Models Reason?
Reasoning vs Memorization: Using Counterfactuals

Arithmetic Logic
random; -
GPT-4 E ] :
Performance F -— ‘
0 100
IfXareV,Yare Z.
27+62 Are X Z?
- X = corgis
DEfaUIt in base-10 Y = mammals
Z = animals
= ) 89 Yes
- X = corgis
Counterfactual in base-9 Y = reptiles
v Z = plants

st v
2 > 100 o

33 Source: Wu et al., 2024



https://arxiv.org/abs/2307.02477
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Can Language Models Reason?
Reasoning vs Memorization: Using Counterfactuals

Arithmetic
Two-digit addition

Logic

First-order logic
deduction in
natural language
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Source: Wu et al., 2024



https://arxiv.org/abs/2307.02477

Can Language Models Reason?
Reasoning vs Memorization: Counterfactuals for Analogical Reasoning

35

Extend sequence
abcd — abcde
ijkl — ijklm
Remove redundant letter

abbcde — abcde

ijkklm — ijkim

Extend sequence
abcd — abcdf
ijkl — ijkin
Remove redundant letter

acegii — acegi

ikkmog — ikmogq

Original transformation types

Successor
abcd — abce
ijkl — ijkm
Fix alphabetic sequence

abcwe — abcde

ijkxm — ijklm

Modified transformation types

Successor
abcd — abcef
ijkl — ijkn

Fix alphabetic sequence

acego — acegi

ikxoq — ikmogq

Predecessor
bcde — acde
ijkl — hjkl
Sort

adcbe — abcde

kjmli — ijklm
Predecessor
cdef — adef

jklm — hkilm

Sort

kfapu — afkpu

imkoq — ikmogq

Source: Hodel et al. 2024



https://arxiv.org/abs/2308.16118

Can Language Models Reason?
Reasoning vs Memorization: Counterfactuals for Analogical Reasoning

Original transformation types

Extend sequence Successor Predecessor
abcd — abcde abcd — abce bcde — acde
ijkl - ijklm ijkl - ijkm ijkl - hjkl

Remove redundant letter Fix alphabetic sequence Sort
abbcde — abcde abcwe — abcde adcbe — abcde
ijkklm — ijklm ijkxm - ijklm kjmli - ijklm

Modified transformation types with synthetic alphabet

Synthetic alphabet

xylkwbfztnjrqahvgmuopdicse

Extend sequence Successor Predecessor
xylk — xylkb xylk — xylb lkwb — xkwb
tnjr — tnjra tnjr — tnja njrq — zjrq
Remove redundant letter Fix alphabetic sequence Sort

xlwwft — xlwft xlwrt — xlwft xlfwt - xlwft
ttighg — tjghg tiphg — tjghg jtqhg — tjghg

36 Source: Hodel et al. 2024



https://arxiv.org/abs/2308.16118

Can Language Models Reason?
Reasoning vs Memorization: Counterfactuals for Analogical Reasoning

=3 Original
= Interval

[ Interval & synthetic alphabet

Generative accuracy

Extend Successor Predecessor Remove Fix Sort
sequence redundant alphabetic
letter sequence

Transformation type

Significant drop in performance for GPT-4 — evidence of
spurious reasoning?

37

Generative accuracy

=3 Original
=1 Interval

[ Interval & synthetic alphabet

©
(o]
1

o
(o))
1

o
SN
1

0.2 -

0_
Extend Successor Predecessor Remove Fix Sort
sequence redundant alphabetic
letter sequence

Transformation type

No drop in performance for humans

Source: Hodel et al. 2024



https://arxiv.org/abs/2308.16118

Language Model Agents

with some slides borrowed from Frank Xu (CMU)




Some Terminology

Environment @

18

(-l g)




Some Terminology

Action

i

Environment @ t

(-l g)

18

~

Observation




Some Terminology

Action Instruction-following agent

“Language conditioned policy”
/\ “digital agent”

Environment @ t)’ (-l g)

. O 0O
Observation P Y Y

Language Instruction

41




Some Terminology

Type .. on .., Click on .., Choose .. from dropdown, ..

Environment tJ\'»-'(L (-l g)

O 0O
[T Tam ]

Observation
“Book a flight from San Francisco to New York”

@ Expedia eve webarena.onestopshop.com

Home VacationPackages Hotels Cars Fights Cruises ThingstoDo DEALS & OFFERS GROUPON Getaways F

<li>
<div>
<a href="..."><img src=""..."></a>
<div class>
<a href="...">QOutdoor Patio ...
</a>
<div>
<span>Rating:</span>
<div>
<span>82%</span>
</div>
<a href=“...#reviews'>12
<span>Reviews</span></a>

W ington, DC (IAD) to Singapore, Singapore (SIN) won. Ap. 1 ~on. Apr.8,

ummary grid ¥

uireom IAD 1220pm SN 11:45pm o cey 150p 20m25m

SoatProview  Baggage Feo Inormation

Raw pixels as observation? HTML DOM as observation?
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Applications: Natural Language Interfaces

® @ Untitled-1

@ Untitled-1 @ (1]

1

2

3

4

5

£° master* < Python 3.6.5 64-bit &

Virtual Assistants Natural Language Programming

,5@ Set an alarm at 7 AM ,5@ Sort my_list in descending order
&@ Remind me for the meeting at 5pm 5@ Copy my_file to home folder

27 Play Jay Chou’s latest album 22 Dump my_dict as a csv file output.csv
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Applications: Ul automation

Click the "Menu" button, and then
find and click on the item with the
»1 icon.

BORN PINK
...... o @ spaity

8 Save Good afternoon

MEWE SN 14 Prev . . g
_ ' o
. Stop b o ’ Dangerous: Tha Double
E Album

A Zoom In » Play
Piigt |

|4 -
e & i
WG
gt

Great first audiobooks

Zoom »1 Next
o Out

EVELVN\
HUGO

“Play some Synthwave songs”
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Applications: Multi-step “Tool use”

ChatGPT plugins

We've impleme
ChatGPT. Plugin
language mode| ks

Bring your trip plans to life—get there,

hel p ChatG PT ' stay there, find things to see

and do.

computations, o

K.
Klarna Shopping

ChatGPT plugins

Search and compare prices from

thousands of online shops.

Speak
Learn how to say anything in another
language with Speak, your Al-powered

language tutor.

45

FiscalNote

Provides and enables access to select
market-leading, real-time data sets for
legal, political, and regulatory data and

information.

..
W

Milo Family Al

Giving parents superpowers to turn the

manic to magic, 20 minutes each day. Ask:

Hey Milo, what's magic today?

Wolfram
Access computation, math, curated
knowledge & real-time data through

Wolfram|Alpha and Wolfram Language.

od

Instacart

Order from your favorite local grocery

stores.

OpenTable
Provides restaurant recommendations,

with a direct link to book.

Zapier
Interact with over 5,000+ apps like Google
Sheets, Trello, Gmail, HubSpot, Salesforce,

and more

KAYAK
Search for flights, stays and rental cars.
Get recommendations for all the places

you can go within your budget.

Shop
Search for millions of products from the

world’s greatest brands.



Instruction following agents [Pre LLMs]

Action
a) What states border Texas
v/\ Az.state(x) A borders(z, texas)
b) What is the largest state
Environment t-M-l (-l g) arg max(Azx.state(x), Ax.size(z))
(O, ¢) What states border the state that borders the most states

Az.state(x) A borders(x, arg max(\y.state(y),
Ay.count(Az.state(z) A borders(y, z))))

Observation

Idea #1: Directly map from instructions to action sequences like Machine Translation
[works well for simple grounded environments like text2sql, knowledge graph querying]

mgaxpg({al, as,...} | g)

46 Source: Zettlemoyer et al. 2012



https://arxiv.org/pdf/1207.1420

Instruction following agents [Pre LLMs]

Action

0 2

Environment

) (-l g)

)z

Observation

Idea #2: Infer executable, structured plans from (instruction,
trajectory) pairs and train a model to go from instructions to plans

47

Training

Testing

|

:

World State

Action Trace

Parse:

Observation
World State

Action Trace

/)

ﬂearning system for parsinh

navigation instructions

:d Navigation Plan Constructor]

Instruction Bl Plan Refinement !

____________ foement__

\‘( Semantic Parser Learner ]

__________________________ .
)

Instruction -D( Semantic Parser

!

Execution Module (MARC(y

Instruction:  “Place your back against the wall of the ‘T’ intersection.

Turn left. Go forward along the pink-flowered carpet
hall two segments to the intersection with the brick hall.
This intersection contains a hatrack. Turn left. Go
forward three segments to an intersection with a bare
concrete hall, passing a lamp. This is Position 5.”

Turn (),

Verify ( back: WALL ),

Turn ( LEFT),

Travel (),

Verify ( side: BRICK HALLWAY ),
Turn ( LEFT),

Travel ( steps: 3 ),

Verify ( side: CONCRETE HALLWAY )

Source: Chen and Mooney 2011



https://www.cs.utexas.edu/users/ml/papers/chen.aaai11.pdf

Instruction following agents [Pre LLMs]

48

U. click Run, and press OK after typing secpol.msc in the open box. o ;e:“““
_— @ Help
N
a: | c: lefi-click R: 1 Run_] ¥ Shut Down...
| # Start
Run
U. |click Run, and press OK after typing secpol.msc in the open box. E: 7 T the name of  program, and
Windows will open it for you.
N / Open: | secpol.msc |
d. left-click Run.. | C: type-into R: [ open "secpol.msc"] ok _)[cCancel]( Browse |
A Start
Run
1. |click Run, and press OK after typing secpol.msc in the open box. 82 /=7 Type the name of a program, and
S T Windows will open it for you.
&,A Open: [secpol.msc J
a: lefi-click Run.. type-into open "secpol.msc" ‘C: left-click R: [ 0K ]’ (oK) (cancel ] Browse |

A Start

Idea #3: Use RL to directly map instructions to actions

max E, ., R(a; instruction, observation)
0

Source: Branavan et al. 2009



https://aclanthology.org/P09-1010/

Instruction following agents [in 2024]

Action

N

©
Environment @ emini | TC1 g)
P
N v

Observation m&&&

p(T ’ g) :p(817a17827af27 S ’ g) — Hp(st ‘ St—laa't) X W(at ‘ T§t7g)
t




Instruction following agents [in 2024]

Action

N

©
Environment @ emini | TC:1 g)
P
N v

. O 0 O
Observation h_looo

p(T ’ g) :p(817a17827a’27 S ’ g) — Hp(st ‘ St—laa't) X W(at ‘ T§t7g)
t

\ /

Transition dynamics Agent policy




Instruction following agents [in 2024]

Action :%I :%I
Environment ® Semini (| g) ‘ @ @ ‘ @ @ ] emb. + pos. enc.
% t1 t1 t1
\/I ~ [97 21 i -

. O 0O
Observation mcco Source: Chen et al. 2021

Main Idea: Generative trajectory modeling with causal transformers!

p(T ’ g) :p(817a17827a27 S ’ g) — Hp(st ‘ St—laa't) X W(at ‘ T§t7g)

S /

Transition dynamics Agent policy
(with a transformer!)
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https://arxiv.org/abs/2106.01345

A Simple Language Model Agent with ReACT

r

You are an agent capable of the following actions:
1. Type X on Y

2. Move mouse to

3. Click on X

4. Type Char x on Y

Your objective is to follow user instructions, by mapping them into a sequence of
actions.

Instruction: {g}

So far, you have taken the following actions and observed the following
environment states:

Previous Actions and Observations:
ol:

al:
02:
a2:

After executing these actions, you observe the following HTML state: <HTML state>

Now, think about your next action:
Thought: [model-pred]

Now, take an action:
Action: [model-pred]

~

P
52 UTLM (

~\

Tgt;ﬂ))

1. Action space in text

2. Instruction in text

3. Previous observations and actions
4. Provide current observation [as text]

Model generates next action (sequence prediction
task), use that action to update environment and
repeat!

Mostly, just CoT prompting in a loop

Source: Yao et al. 2023



https://arxiv.org/pdf/2210.03629

Some popular benchmarks for LM agents:

MiniWoB++

53

Move the cube around so that "5” | Set the sliders o the combination | Draw the number 2" inthe | Drag Ree to the 4th position. | Keep your mouse inside the circle | Enter the value of Country into
is the active side facing the user. |[13,20,13] and submit. checkboxes using the example on as it moves around. the text field and press Submit.
the right and press Submit when
finished.
G | v ) | $ Jade Gender Male
q o [ L k First name Annecorinne
19 & | ) B $ Ree Country Guam
7 Yearof Bith 1734
= ¥ Karlen Religion Hinduism
Submit | r
T Millie L aiteia
‘ z | Submit
Submit | 0 2 Noelyn i s
AENIE | Submit |
Drag all triangles into the black Select 09/23/2016 as the date and | Sort the numbers in increasing Copy the text from the 1st text Select all the shades of blue and | Find the 4th word in the
box. hit submit. order, staring with the lowest area below and paste it into the press Submit. paragraph, type that into the
number at the top of the list. text input. textbox and press "Submit”.
. .. Date: t9 Blgndit ¥ " B | Non arcu ut JTBEE est. Gravida
. @ smesmn  Q auisaue. R . gravida. Porta erat nulla eget
L e = $.12 Amet ac odio s condimentum posuere a
3 aliguam. 4 s 8 B =
$49 Ultrices ~ ‘
o) )8l [ ornare (] ®m [J | Submi |
ST $-28 : e
Submit | = | Submit
| submit | ‘ Firprerehba | Submit |
Click the button in the dialog box | Highlight the text in the paragraph | Highlight the text in the paragraph | Find the 11th word in the Move the cube around so that "2" | Drag the smaller box so that it is
labeled "Cancel". below and click submit. below and click submit. paragraph, type that into the is the active side facing the user. | completely inside the larger box.
textbox and press "Submit”.
Sl.lbmll | Tempor posuere nibh. Vel nisl, |Ullamcorper aliquet amet
x : faucibus. Feugiat ullamcorper. Elit. Mattis lucus —
condimentum k diam. Lobortis nulla fermerfum
Ultricies. Sagitts in] omnare faucibus
Massa. Facilisi luctus. Est ey
vel. | Submit | J
| Submit | LIRS
Cancel OK ansacecosan TS Submit |
| Submit [ P

Sandboxed environment evaluating basic
browser interactions across a range of
applications from social media to email clients
Evaluates functional correctness

Not real world (limited functionality)

Relatively short-horizon

Zero-shot performance far from perfect!

Source: Shi et al. 2017




Some popular benchmarks for LM agents:
WebArena

Environment with sandboxed approximations
! of real websites spanning e-commerce, social

“Create a plan to visit Pittsburgh's art museums with minimal driving distance starting from
Schenley Park. Log the order in my “awesome-northeast-us-travel” repository

medial
e o webarena.wikipedia.com o o webarena.openstreetmap.com [ 1Y } webarena.gitlab.com edla .

2 Wikipedia 2 4 Pittsburgh museums

- OpenStreetMap N, Update README.md

List of museums in Pittsburgh

nDoe < . . o e

7\ 1% .
T r——— ) | BN Additional utility tools: Maps, calculators,
museums defined for this context as institutions (including nonprofit Scheniey Park, Eittaburgh; Allegheny,County 5 ~+ README.md [ 158B <> Replace
organizations, government entities, and private businesses) that collect 9 The Andy Warhol Museum, 117, Sandusky Stt \

and care for objects of cultural, artistic, scientific, or historical interest Car (OSRM) v a \ e S S c ra tC h p a d S’ W I kl p e d I a cee
and make their collections or related exhibits available for public viewing. Ve \ 3 - Travel in Northeast US

Also included are university and non-profit art galleries. Museums that

Reverse Directions

exist only in cyberspace (i.e., virtual museums) are not included. s =
’ Directions X RN Pittsburgh . .
legheny.
Q.b Wikimedia Commons has media related to Museums in Pittsburgh . Distance: 7.1km. Time: 0:10. — IVI u It I -ta b b rOWS I n g
See also: List of museums in Pennsylvania 1 1. Start on Panther Hollow Road 0om 8 + Miller Gallery at Carnegie Mellon University
2. Slight right onto unnamed road \‘;\\ + American Jewish Museum
vMuseums = + Carnegie Museum of Art

f Search for museums ﬁ * Search for each art ﬁ 6Record the optimized Long-horizon tasks

in Pittsburgh museum on the Map results to the repo

Evaluates functional correctness

54 Source: Zhou et al. 2024




Some popular benchmarks for LM agents:

WebLINX

|

M say("Sure!")

M load("calendar.google.com™)
|

=] |° Calendar Today < > June
FRI

I— Create ~ °

June 2023 L S

® 2 2 0w o1 2 3

4 s s 7 8 o 1

1
M click( <div> )

= |9 Calendar Today < > June
l. FRI

June 20. S

s M T w T ¢

8 9 34 1 1 2 3

AAAAA o .

input(/<input>|, "Career Fair")
[

Career Fair

Event  Task

Jun9,2023 10:30am
® Does not repeat

5 5 g J

& Create a task for a Career
Fair on Google calendar
|

\
|

say("Do you want to add any
description?")

® Yes, please add "Bring
multiple copies of my resume”

as the note.

|
M input( <div>, "Bring multiple
copies of my resume”)
|

Does

=
©

My Tasks ~

M click(/<span>))

Does not repeat ~

Bring multiple copies of my resume

My Tasks  ~

—
|

M say("Task created. Anything
else I can assist you with?")
|

@ No. That's all for now.

Web-interactions on real websites
Conversational: includes a new “say”
action to communicate with human to
gather information

Multi-tab browsing

Turn-level metrics for evaluation

Not an environment, but a collection of
interactions

Source: Lu et al. 2024




Training data for Language Model Agents

e Standard practice: In-context learning with few-shot demonstrations of

humans performing following similar instructions.
e This is still not scalable / reliable

A
5 22 One Stop Market =
Bowse @ o ¥
Colin Wright Q Search DoorDash ) Beauty & Personal ICare - Sports&Outdoors - Clothing, Shoes & Jewelry - Home &Kitchen - Office Products - Tools & Home Improvement
You Need To See This 17-Minute Film
Health & Household ~  Patio, Lawn & Garden ~  Electronics - Cell Phones & Accessories ~  Video Games - Grocery & Gourmet Food

Cloudspace Grocary Convanience Acohol  of One Stop Market

@josephlorich is back with a blogpost

on #AP! Interactions with #KVO in @< [

7 — howcast
SGE #ObjectiveC! - bit.ly/1f72tgM - " Product Showcases
Pets  Packages  Smacks  Beauty

HuffPost Politics -
Here's why shady for-profit colleges = - Lo
don't get shut down huff.to/1erVP8Q Flowers Gits  DashMart  Drugstore

R[]
S|l |[~ ][~

BI: Tech t A % »

New Yorkers may be more superficial
than people in LA when it comes to Apparel  Pantry  HomeGoods  Retai

dating read.bi/1fbP7CP

i0S7 doesn't suck, you're just old.

a Set Entirely On A Teen's Computer ¥ i
Screen ow.ly/oRXvq v 0/
L >3 a (]
a y

m Bryce Roberts i Explore Food Near You P

and grumpy. every kid I've talked to T %5 )
*kk

loves it.
s100

e PRI - R Cres
1000s of environments, many kinds of interactions possible...

Can agents autonomously explore their environments
to construct high quality synthetic demonstrations?
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Use Exploration + Model Generated Data!

Prompt: Given a
website, take actions
of the following
format to explore...

Action: [[pred]l]

Book Your One-Way Flight t
M-

nnnnnnnnnnnn

7Te(')

57




Use Exploration + Model Generated Data!

58

Book Your One-Way Flight

From:

Search

—C
8%
o

8

=
QN

/\
\_/

Book Your One-Way Flight Book Your One-Way Fligh = B Prompt: You are glven
ook Your One-Way Flig - i 4 ecember g
g oo ey e ©  oocemberaote a sequence of actions
fd S F N CA 2 Depart: 8:41 AM F Su Mo Tu We Th Fr Sa .
s an Francisco, CA ( Tue Dec 13 2016 2 s and correspond ing
(Ssa;oF)rancisco, CA New York, NY - All a (SSaFE‘OF)"a"C'SCO' CA E : 12 ; 1: ‘Z ‘: :: HTM L S‘t ates on a
Arrives:  7:34 PM 18] 1] 20| 21][ 22| 23] 24 website..
gt B w3
) E— o 010 ——
Duration: 10h 53m
Search Search Book flight for Search Label: [[pred]]

—> e

18] [ 19][ 2

Ezﬁzaz

6

3

0

7

Search

B @  December20ts

Mo Tu We Th Fr Sa

Book Your One-Way Flight Book Your One-Way Flight
SIS [From: } [From: ]
[k [ro: ] [twy ]
ol
Search Search

Book Your One-Way Flight

San Francisco, CA
(SFO)

Search

Book Your One-Way Flight

San Francisco, CA (:
New York, NY - All a

Departure Date
10/20/2016

Search

Depart:  1:31 PM
Thu Oct 20 2016
San Francisco, CA
(SFO)

Arrives:  4:29 PM
Thu Oct 20 2016
New York, NY - All
airports (NYC)

Duration: 2h 57m

Book flight for
$241

Book Your One-Way Flight

San Francisco, CA (:

New York, NY -All a

10/20/2016

Search

How can we decide if a sequence of interactions is meaningful?
Use Natural Language!

‘tw_l

Plabel ( :

7)



Use Exploration + Model Generated Data!

s “Book a flight
Book Your One-Way Flight Book Your One-Way Flight SFO to NYC | 12/13/2016 B @  December20ts f SF
; ) Depart:  8:41 AM [ Su Mo Tu We m Frose rom O to
sfol San Francisco, CA ( LA S F I

i San Fi isco, CA /4
e Now York NY -l s i fEessoss NYC
Arrives: ;1345"\4 3201 18] 1] 20| 21][ 22| 23] 24
Departure Date Departure Date NUE?N Yifkll NY _g" E 25|[ 26| 27| 28| [ 29][ 30| [ a1
) oo ) ——

Duration: 10h 53m

I

Search Search Book flight for Search
Book Your One-Way Flight / B @  December20ts Book Your One-Way Flight Book Your One-Way Flight
‘t et Y G | [ 1 ¢
-N»-:l, —> e BEIE | | 1 A
. - ( ) D EEEEEEE (ooo)
[DepartureDate | C—) (1272172016 ) (12/26/2016 ]
Searh Search Search Search
Tl plabel< T )

Book Your One-Way Flight 4 i Depart:  1:31 PM 0 "
Book Your One-Way Flight Thu Oct 20 2016 Book Your One-Way Flight

San Francisco, CA "
San Francisco, CA (: (SFO) San Francisco, CA (:
San Francisco, CA Arrives:  4:29 PM
8Fo) e New York, NY - All a Thu Oct 20 2016 New York, NY - All a

New York, NY - All

airports (NYC)
] 10/20/2016 Book flight for 10/20/2016

Search Search $241 Search

How can we decide if a sequence of interactions is meaningful?
Use Natural Language!
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Use Exploration + Model Generated Data!

JLiciis

Book Your One-Way Flight Book Your One-Way Flight B @  December20ts

Set the date as
. X . 8 Su Mo Tu We Th Fr Sa
sfo| San Francisco, CA (: Oopart: B4LAM,  ore E SR o 12/26/2016

San Francisco, CA San Francisco, CA [
(SFO) New York, NY -All a (SFO) A EEEEEE

Arrives: 7:34|;’M ’ 18| 19][ 20|[ 21|[ 22|[ 23|[ 24
Departure Date Departure Date L‘::N Y?)fkll ?&O_ 2" E 25|[ 26| 27| 28| [ 29][ 30| [ a1
C ) C_ aors (70 ——
Duration: 10h 53m
Search Search Book flight for Search
Book Your One-Way Flight B @  December20ts Book Your One-Way Flight Book Your One-Way Flight

‘t

e [From: ] (From: ] t

NEeEmms [ro: ] [twy ] J\'»--(],

18)[ 19][ 20| 21| 22| 2

3

| $HE)
33

3

R

9 [ =l s D)
C—) (122172016 ) (12/26/2016 ]
Search Search Search

-
DS

/\
\_/

Search 7“'
(&

7)

Plabel ( :

Depart:  1:31 PM
Thu Oct 20 2016
San Francisco, CA

San Francisco, CA (: (SFO)

Book Your One-Way Flight Book Your One-Way Flight Book Your One-Way Flight

San Francisco, CA (:

. Arrives:  4:29 PM
(o g yaneiseo. CA New York, NY - All a e Bt 20 2016 New York, NY - All a
New York, NY - All
i NY'
Durton: norm
] 10/20/2016 Book flight for 10/20/2016
Search Search $241 Search

How can we decide if a sequence of interactions is meaningful?
Use Natural Language!
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Use Exploration + Model Generated Data!

Prompt: Map the given
instruction to a
sequence of actions, one
at a time.

Thought: [[pred]]
Action: [[pred]]

EockiounUnesWaylklight B @  December20te Book Your One-Way Flight
e EaEEEn
l:: B = 7 =m0
C__ ) —
Search Search Search
mm(- | 9)
Instruction: Set the date as .
Trajectory

12/26/2016

L ]
R(g, )

Prompt: Output “1” if
the trajectory is
correct for the given
instruction..

L_E?bEI: [[pred]]
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Use Exploration + Model Generated Data!

EockiounUnesWaylklight B @  December20te Book Your One-Way Flight
8|8l 7] el o[ -
o] [ 19] [ 20] 21][ 22] [ 2] 20
Departure Date [ (== v sl (5] [
E— —— 22602016
Search Search Search

M (- | g)

Instruction: Set the date as ,
12/26/2016 Trajectory

L i
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Book Your One-Way Flight

(=}
s e
t BEE
g 3
3
(=]
g
o

Search

M (- | 9)

——>

Instruction: Book a flight
from SFO to NYC

L

Use Exploration + Model Generated Data!

Book Your One-Way Flight

New York, NY - All a

) )
Search Search
Trajectory

Set origin to
SFO and dest to
NYC




Use Exploration + Model Generated Data!

Set origin to
SFO and dest to
NYC

Book Your One-Way Flight Book Your One-Way Flight Book Your One-Way Flight A

[Fom ]

From: o .
— | ¢,
el
. 7 C_ D)

Search Search Search
* .
mm(- | 9) Plabel (- | 7)

Instruction: Book a flight Trajecto
from SFO to NYC / i

L J
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BAGEL: Use Exploration + Model Generated Datal!

rPrompt: Map the givenj Rrompt:i Yol are givern
instruction to a a sequence of actions
sequence of actions, one and corresponding HTML
at a time. states on a website..
Thought: [[pred]] 7TLM(' | g) plabe1<’ | T) Label: [[pred]]

| Action: [[pred]] i

: <--- «f_
‘. L] .’

(Bootstrapping Agents by Guiding Exploration with Language)
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BAGEL: Use Exploration + Model Generated Data!

({(

)
g
(@)
—~
9
~
—

R(g,7)

1
I 1

7_0 7_1 7_T

i-i-B-B B-B-0-0 o bd Bd
™ A ™ A ™ A

(PavaC1D) (7 19) ) (PavaCTD)) ((mml-1g) ) (Paval 7)) (7l 1 9) )

}
|

[ F [
H-E B
-i —
L i L

|

- = =
1. Explore Environment to collect trajectories 2. Create Synthetic demonstrations via iterative re-labeling

Book the cheapest ... =3 {type on .., select .., click ..}

Buy a flight from Denver ... ==» {type .., click .., select ..}
“Book the cheapest flight from Denver to LA”

v
S ——— 0

3. Instruction-Following (Inference Time): Retrieve Relevant Demonstration

via retrieval to use as in-context exemplars
66 Finetuning possible too!




BAGEL: Use Exploration + Model Generated Data!

[ Zero-Shot
I + BAGEL

MiniWob++ 100 ToolQA

100
80 |
60 |
40 |
20 -

13% point improvement on MiniWoB++ and 2.5% improvement on multi-step
tool use, using PALM-2 as the base language model, with no human supervision
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Multimodality?

One Stop Market ]

Colin Wright Q_ Search DoorDash Beauty & Personal Care - Sports & Outdoors - Clothing, Shoes & Jewelry - Home &Kitchen - Office Products - Tools & Home Improvement
~=fll You Need To See This 17-Minute Film

Set Entirely On A Teen's Computer g i Wealth & Household - Patio, Lawn & Garden - Electronics - Cell Phones & Accessories - Video Games - Grocery & Gourmet Food

Screen ow.ly/oRXvq N [°) v

@josephlorich is back with a blogpost
on #AP! Interactions with #KVO in
#ObjectiveC! - bit.ly/172tgM

a Cloudspace : Gromy Conmmioce Aol Offs One Stop Market

- Product Showcases

Pets  Packages  Snacks  Beauty

= Lo I '] E
HuffPost Politics | (1] 1 ;g

Here's why shady for-profit colleges
don't get shut down huff.to/1erVP8Q Flowers  Giftt  DashMart Drugstore

BI: Tech ; t,' A b ¢ »

New Yorkers may be more superficial
than people in LA when it comes to Apparel Pantry  Home Goods  Retail
dating read.bi/1fbP7CP

ER HouseKi VB +E . Emwood I Fine Teas, Orange  Blle Of The Ball Prncess Sprinkle 5o Delicious Dalry Free CocoMhip
ryce Roberts r Value Pack, 17 0z, Pack of 2, Total  Steacly Energy from Blackand | Vanila Caffeine-ree Fut Infusion,  Mix| Wedding Coorfl Sprinkis]_Ligh,Vegan, Non-GMO Project
i0S7 doesn't suck, you're just old. Explore Food Near You 340z Green Tea, Pomegranate Blueber-  16-Ounce Pouch Cake Cupcake Cookie Sprinkles|  Verifed, 90z. Tub
Sihd Grimpv. svery kid 1've talked 1o 7.8 Ounce Can Pack of 24 Ice cream Candy Sprinkles| Yellow i
and grumy. every P s * 1 Revew o Jokkkk 4 Reiews ol Red Royal et Rose ting. KKk 12 reviews
12 heviens wers Decorating pri
<100 sr036 Flowers Decorating Sprinkies, 807 ¢\ o
sa7 Sekkok 12 Reiows

Home  Grocery Browse

m\r 3 mV L s23.50 m” E
Addtocare [KCHEEN

* So far, we've looked at using text-only language models for agents
e This is intractable for real-world Uls with very long HTML
e Can we instead operate directly over pixel space?
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Multimodality

LLaVA
Language Response %
_— ———
Language Model f¢
NOO A0
Projection
j \%% Z. H, qu
Vision Encoder X L | .
X, Image q Language Instruction
Prompt GPT-4 to generate instructions and responses given textual descriptions of images
Finetune a CLIP encoder jointly with a Vicuna-13B decoder on this data
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Source: Liu et al. 2023



https://arxiv.org/abs/2304.08485

Multimodality
Pix2Struct

Finetune a ViT encoder and a transformer decoder on a new HTML screenshot parsing task

Transformer Encoder Transformer Decoder

Pmmuwﬁﬁﬁﬁﬁ@ﬁﬁ@

* Extra learnable . . K
[class] embedding Llnear Projection of Flattened Patches

SEE LD T
oy e o ——~ 8 T

Programming Survey Programming Survey <<<Python>
<img_src=py_logo.png img_alt=Python>>
Your favorite programming language: Your favorite programming language: <<CH++>
O Python * . o= —> <img_src=cpp_logo.png img_alt=C++>>
O C++@ O C++8 <<Java>
O Java O JaX= <img_src=java_logo.png img_alt=Java>>
<Submit>>
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https://arxiv.org/abs/2210.03347

LM Agents is an emerging application!

100 |

80

60 |

40

20 |

[ ] Zero-Shot
I + BAGEL

MiniWob++

4 S e c c S, & 2 & 9,

2 4 . Op,- ‘. 4 (d] 2,
T T T S T N T
4 e e %, e, o, o %, Yo, C

¢ @ Y KO b,

4 ‘I'e& (o4 OQ) %
5, S
%

The “prompting gap”: without extensive prompting / bespoke few-shot
examples, competitive LMs are far from perfect on even the simplest
environments
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LM Agents is an emerging application!

Easy Medium Hard
QD 100 QD 100 QD 100
© © ©
- 0.75 - 0.75 = 0.75
2 2 2
0.50 0.50 0.50
3 3 3
O 0.25 O 025 O 025
> Bl - > | e
¢)H 0.00 ¢/ 0.00 ¢ 0.00
InstructGPT-3  InstructGPT-3 GPT-3 InstructGPT-3  InstructGPT-3 GPT-3 InstructGPT-3  InstructGPT-3 GPT-3
+RLHF +RLHF +RLHF
(Baseline) (Baseline) (Baseline)

Long-horizon planning is hard: Even on simple benchmarks, performance drops drastically
on tasks that require longer horizon planning.
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LM Agents is an emerging application!

(~2mins/task)

Latest Work: BrowserGym 25%
< More prompt engineering
'0’5,79 More observation/action interface engineering
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LM Agents is an emerging application!

A« Q Login Sign up —
S2: Open Google translate and sign in using the following cre-
dentials: [email] [password] Search
Search query
Google
S DMV area \
— | 50 results for DMV area:

[2430] searchbox 'Search query'
[5172] StaticText 'DMYV area'

Search query

gg';fjgca{g)[:egﬂzlsls]word] DMV areaDMV areaDMV areaDMV area

A e ]
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Lecture-14 Recap

75

Reasoning in Language Models:
* Via prompting

By distilling rationales from big LMs into small LMs

* By finetuning LMs on their own rationales, iteratively

e Counterfactual evaluation reveals reasoning may not be systematic

Language Model Agents:
* Prompting and in-context learning

* BAGEL for synthetic demonstrations: exploration and iterative relabeling

e Multimodality
* Benchmarks still challenging

. Lots to be done to drive further improvements!




